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1 
Executive Summary
The fourfold charter for CDIGS continues to be an effective driver for both our accomplishments and our future plans. The four project goals are as follows.

· Evolve and enhance Globus functionality, performance, scalability and robustness 

· Improve usability and manageability so as to decrease the cost and complexity of deploying operating and using Globus infrastructure

· Support major NSF users and communities 

· Expand the Globus community 

In attacking the first two goals, the CDIGS team put together an aggressive technology roadmap that significantly improved the “quality of life” of Globus users and developers. Section 2 documents these successes, particularly Sections 2.2 (Progress Against March '07 Technology Roadmap) and 2.6 (Tackling Robustness). Additionally, we stepped up community interactions, whereby we continued working directly with the community to gather requirements and assess needs.

In support of major NSF users, we focused on supporting key NSF communities: TeraGrid, OSG, LIGO, LEAD, SCEC, and others. The bulk of activities described in our roadmaps arose directly from interactions with these communities. Additionally, these teams featured prominently during the NSF CDIGS review, from which we received a number of helpful insights that are reflected in our plans for 2008. 

We took a two-pronged approach toward expanding the Globus community. The first element was CDIGS’s support for the dev.globus incubator program, which resulted in nineteen new incubator projects during 2007. The second element was CDIGS’s community outreach, which resulted in a strong Globus presence at key community events: formal presentations, birds-of-a-feather sessions, site visits, and tutorials. Together, these led to a significant increase in community awareness and usage and a significant increase in community feedback that guided improvements to all areas of Globus software. See Sections 2.3 (Incubator Management Project) and 2.4 (Community Outreach and Engagement). 

Section 3 of this report contains a substantial project plan for 2008. In addition to the technology roadmap, this project plan also documents the services that CDIGS provides to the Globus user community and our internal project management activities. The technology roadmap is substantially different in flavor from previous versions. We asked the CDIGS team to focus this year’s roadmap on a set of specific high-level concerns that the management team identified based on user community feedback and our recent NSF peer review panel report. We believe that the results more clearly respond to concerns that our user community will recognize and that this in turn will empower our community to be able to review the plan and give us meaningful feedback.

The 2008 project plan calls for considerably greater focus regarding the set of community members who we will use to justify our plans. It includes two focused community reviews of the project plan: one early in 2008 and one in preparation for our 2009 project plan. (See Section 3.1.2). We look forward to the results of these reviews, the results of our External Advisory Committee meeting in April (Section 3.1.3), and the benefits of increased community input into our planning processes.

2 CDIGS Accomplishments in 2007

The CDIGS Team infrastructure (Figure 1) is essentially unchanged from that shown in the 2006 annual report, although some of the names and functions have changed: Dan Fraser is the Project Director; Lee Liming works part time helping with overall project management & coordination; Ann Chervenak helps coordinate activities from the USC side; Raj Kettimuthu is the GridFTP chair; Laura Pearlman is the Information chair; Lisa Childers leads the User Perspectives project (described in more detail in section 2.5.); and Charles Bacon is the chair of the GT Release project. The remaining names and functions are the same as in the 2006 annual report.
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Figure 1 – The CDIGS Team
The CDIGS team accomplished a great deal this year. We focused our work on deepening our engagements with key NSF user communities (e.g., LEAD, TeraGrid, Open Science Grid, LIGO, SCEC) and addressing needs that arose from those engagements. We also made significant improvements to our project management processes, an effort that continues into the new year. (See Section 3.1 for more on our plans to continue these improvements.) 
As an introduction to our project accomplishments, we list several important CDIGS accomplishments below that exemplify the results of our improved management processes.
CDIGS led a component-by-component analysis of Globus software to understand the competitive, collaborative, and user landscape for each component that CDIGS staff contribute to. In addition to identifying required improvements, each technology area also considered ways to leverage or contribute to existing community activities. This work led to the technology roadmap that we submitted to NSF (and published for public review) in April 2007. 

We launched a cross-component “tiger team” to develop recommendations concerning the WS-Addressing, WS-Notification, and WS-RF specifications adopted by several communities in the United States and Europe. These recommendations—along with several options for consideration—were presented to the community, resulting in a community-driven decision to update our implementations of these specifications. A complete description of the WS Core Resynch tiger team can be found at http://wiki.mcs.anl.gov/CDIGS/index.php/CDIGS_Tiger_Teams.

We conducted an analysis of the Axis 2 technology aimed at determining whether we should update the Globus Toolkit to Axis 2. Following the CDIGS report and community review of the report and its options, we determined that the benefits of Axis 2 were not yet sufficient to warrant an upgrade—with associated disruption in the user community—at this time. 

CDIGS led a successful effort to change the Globus Toolkit release policy to allow “update” releases (e.g., GT 4.0.5.) to include new community-tested features that don’t involve interface changes. The original policy of not adding new features to these releases helped stabilize the software for users, but also slowed the addition of new features that key user communities needed. The new policy allowed us to release 4.0.5 with improvements that both OSG and TeraGrid had requested, ensuring that these important communities continued to share the same Globus code.

CDIGS also led the decision to increase the frequency of Globus Toolkit releases. The new schedule is approximately one update release (e.g., GT 4.0.6) per quarter, with a yearly major release (e.g., GT 4.2). We expect that this change will help all dev.globus projects and Globus software users plan and schedule the delivery of new features to interested communities. 

We restructured the format of CDIGS monthly reports to highlight the most important achievements during the month and minimize overlapping categories. This helped streamline our monthly management calls with NSF and provided additional insight into our project’s progress. We will be making additional improvements to our monthly reports beginning in 2008. 

We established a set of high-level internal goals for the CDIGS team, taking into account our community feedback and the needs of specific NSF projects. These goals have been instrumental in helping the team address issues that affect multiple technology areas, such as reliability, ease of use, error reporting and diagnostics, and service hosting.

We created a public Wiki for posting roadmaps, reports, and other CDIGS project results. The result is a centralized location where NSF management, reviewers and other interested parties can view high-level progress being made by the team. 

We launched a tiger team focused on GRAM reliability and performance and another for gathering service-oriented science requirements. See http://wiki.mcs.anl.gov/CDIGS/index.php/CDIGS_Tiger_Teams. 
We added nineteen new projects to the dev.globus incubator program and escalated two incubator projects to the status of dev.globus projects. Active committers on incubator projects represent 29 institutions in 10 countries. 
2.1 Annual Review 

The CDIGS team spent more than two months preparing for our first project review, held September 26-27 in Arlington, Va. The review was thorough, comprising two days of intensive discussions among the review panel and the CDIGS management team members, teleconferences with five non-CDIGS dev.globus contributors, five major cyberinfrastructure deployment teams, and several written reports including responses to panelists’ questions. 

The CDIGS team was commended for its preparation and responses and received complimentary remarks from the review panel concerning our community development activities and our contributions to the dev.globus incubator program. The panel also provided a number of helpful recommendations to strengthen other areas of the CDIGS project. We are still working to incorporate these recommendations into the CDIGS project. The following sections in this report are relevant to the panel’s recommendations: 

· Section 2.2 (Progress Against March '07 Technology Roadmap, particularly the context provided for each accomplishment and close relationship to the April 2007 roadmap) 

· Section 2.6: (Tackling Robustness)

· Section 3.1.1: (Oversight and Process Improvements) 

· Section 3.1.2: (CDIGS Project Plan Reviews) 

· Section 3.1.3: (External Advisory Committee)

· Section 3.1.4: (Exploring Sustainable Funding) 

· Section 3.2.1: (Globus Toolkit Releases, particularly regarding release testing plans)

· Section 3.2.4: (Outreach, Education, and Training, particularly regarding educational support)

· Section 3.2.6: (User and Usage Analysis, particularly regarding usage data improvements) 

· Section 3.3: (Technology Roadmap, particularly the context provided for each item)

Exposing Developers to End User Experiences 

One issue that our review panel asked about was the degree to which CDIGS software developers are directly engaged with end-user activities. We were not able to quantify this at the review, and the panel suggested that we should aim to have each software developer spend at least 10% of his time “embedded” in end-user projects. 

The CDIGS team does an outstanding job of exposing all of our developers to first-hand end-user experiences. The primary way that we do this is by explicitly assigning our developers to other projects in which we have funding. In 2007, only three of the CDIGS team’s fifteen software developers were assigned 100% to CDIGS. The remaining twelve software developers were partially assigned (ranging from 10% at a minimum up to 80% at a maximum) to other projects, all of which are projects that make use of Globus software in attaining their project goals. Representative examples include the Earth System Grid (climate simulation and data delivery),, TeraGrid (HPC infrastructure deployment and operation), and caBIG (cancer data and analysis Grid deployment). Even the three full-time CDIGS developers spend at least 10% of their time interacting directly with end users and understanding end-user project goals and challenges.

In 2008, the number of full-time software developers in CDIGS is dropping to two out of seventeen. Again, all developers—even the two full-time developers—are engaged in the work of end-user science communities. 

We feel strongly that this one-on-one engagement of CDIGS team members with science projects is one of the key strengths of our team, and we regret that we were not able during our review to quantify our strength in this area. 

2.2 Progress Against March '07 Technology Roadmap 

In compliance with our project proposal, we revised and republished our technology roadmap in the 2007 project year. The team reviewed the current roadmap of the time in light of known community requirements, which were collected throughout the year through interproject meetings, workshops, email and Bugzilla feedback, and explicit community reviews of the existing plans. We eliminated plans that no longer seemed relevant to users and developed and added new plans to meet emerging community needs. The roadmap was published in our public Bugzilla system and submitted to NSF in written form. It is also available in written form on the CDIGS Wiki system at http://wiki.mcs.anl.gov/CDIGS/images/a/ab/Cdigs-updated-milestones.doc.

The following sections outline the work that the team did in the 2007 project year relative to the revised technology roadmap.

2.2.1 Data Services 

The Globus Toolkit provides a suite of modular tools for managing data within virtual organizations. The GridFTP service and its related clients and libraries provide a high-performance data transfer mechanism optimized for WAN networks. The Reliable File Transfer (RFT) service is an automation tool that manages a set of file transfers so that the user does not need to monitor each transfer and take action if something goes wrong. The Replica Location Service (RLS) and Data Replication Service (DRS) support communities who need to replicate data collections (or subsets of collections) at multiple sites, keeping track of where copies of individual files can be found. All of these services offer security at the virtual organization (Grid) level, and the RFT and DRS services offer standards-compliant Web service interfaces.

Embedded SQL Database Backend for RLS (Bugzilla 3995) 

We completed the implementation and packaging of an embedded SQL database backend for RLS. This allows a simple local deployment of the RLS server that does not require complex separate installation of a third-party database such as MySQL or PostgreSQL. User communities who requested improvements to ease the deployment of RLS included LEAD and TeraGrid. This work has already benefited these user communities and should lead to increased use of RLS by new communities by making it much simpler to install, test, and use the service. 

Support for RLS Usage Statistics Reporting (Bugzilla 5517) 

RLS report generators were added to the Metrics code, and reports are now being generated for RLS. These efforts have already led to greater understanding of current RLS use and its relevance to the community within the CDIGS team.

Java Client for RLS to Replace the Existing Java JNI Client (Bugzilla 5283) 

The Java client is a long-standing roadmap item that was needed for several of our application communities, including ESG and the Pegasus team that runs workflows for LIGO, SCEC, and many other projects. The native Java client overcomes problems experienced with the earlier client that relied on the Java Native Interface (JNI) to create a Java “wrapper” around the C client. For example, the old client did not run on 64-bit platforms; a crash in the underlying C RLS client could bring down a Java user’s entire application; it was difficult for our users to debug problems that originated in the C libraries from a Java application; the old client required a large amount of installation overhead because of dependence on the C libraries of Globus (security, I/O, common, and RLS); and it was difficult for other tools (such as Pegasus) that use RLS to distribute the JNI client with their package. The new Java client is backward compatible with the original client and therefore will work with our users’ existing software immediately. Along with the new client, a new unit test suite was developed so that automated testing may help to ensure the quality of the package. The unit test suite includes over 50 tests, many of which include subtests that cover the primary usage scenarios anticipated for the client. 

Changes to RLS Client Tool (Bugzilla 5106) 

LIGO scientists requested two enhancements for globus-rls-cli to make it more useful. A developer from the LIGO community submitted a patch to provide this functionality. These enhancements modify globus-rls-cli to read an argument list from a file and modify the globus-rls-bulk script to assist with bulk operations. We created a new globus_rls_script GPT package to hold helper scripts. Then we reviewed, tested, and modified the user-submitted patch. 

Automatic Database Reconnection (Bugzilla 5107)

In newer versions of MySQL, the globus-rls-server disconnects from the MySQL database after a configurable amount of time. LIGO and SCEC requested changes to RLS that are needed to allow the server to automatically reconnect to a database backend. We analyzed this item to recreate the bug with several combinations of targeted DB backends. We developed an enhanced RLS server so that the DB connection state is checked and reconnected if dead, and we tested this implementation against several targeted DB backends. We released an enhanced globus_rls_server pkg on the GT Advisories page. 

Documentation Update (Bugzilla 3998)

We conducted an extensive evaluation of RLS prerequisite software. Major pitfalls in the installation process were examined, and troubleshooting tips were documented. With the release of embedded database support for RLS, the guide was again revised. 

Data Replication Service (DRS) 

We devoted relatively few resources to the Data Replication Service in the past year, in response to community-expressed priorities. Specifically, two of the milestones have been postponed until demand increases: adding a “copy and register” scenario and incorporating more flexible replication semantics. 

Support for DRS Usage Statistics Collection and Reporting (Bugzilla 5134) 

We updated the DRS service to generate usage statistics reports. We also provided new packet and handler classes for the Metrics listener service, which were committed to the Metrics incubator project. 

Improved Robustness of Striped GridFTP Server (Bugzilla 4049) 

At LEAD and NCSA, one of the backend striped servers failed (due to situations unrelated to GridFTP) and caused transfer failures as well as secondary failures. The problem proved difficult to identify, but we were able to complete a workaround, which is in use at several TeraGrid locations, including PSC and Indiana. A permanent solution is in the GridFTP development release 4.1.1. 

Improved GridFTP Performance on Small-File Transfers (Bugzilla 4062) 

In response to requests from TeraGrid, PSC, LIGO, and the astrophysics community, we devised an approach that improves the performance of small-file (less than 100 MB) transfers on the GridFTP server side. This approach, distributed in the GT 4.1.2 development release, reduces the need for separate development to handle such transfers and greatly increases (order of magnitude in some situations) the performance of GridFTP. 

Incorporation of the GFORK Capability in GridFTP (Bugzilla 4913, 4915, 5586) 

We provided a capability for handling dynamic backends and dynamically allowing GridFTP to manage its requests. This capability allows GridFTP servers to be configured so that they cannot consume more than their share of resources and cannot be otherwise overwhelmed with requests that would cause failures. This work was released in GT 4.1.2 development release. The TeraGrid and high-energy physics communities in particular will benefit from this new feature when it is release in the next official Globus toolkit.

Use of the GFORK Capability for Enabling Resource Management and Dynamic Backend Registration 

See above for description. This capability was implemented in the GT 4.1.2 development release.

Testing and Transitioning of GridFTP over SSH into the Production Globus Release (Bugzilla 4691) 

We completed testing of GridFTP over SSH and released it in the GT 4.1.1 development version. This feature is needed to broaden the adoption of GridFTP in communities who do not currently support GSI. It will also help individual users and current user communities such as TeraGrid. 

Completion of the HPSS DSI Capability and Test in production

We added an HPSS DSI interface and released it in the GT 4.1.1 development release. GridFTP is now available to those who rely on HPSS, an important subset of the high-performance computing community. This feature was requested from ENZO, NERSC, SDSC, TeraGrid, and OSG. 

Driver Development Guide for Designing and Implementing DSI Drivers (Several communities) 

At the request of NCAR (OpenDAP) and NorduGrid, we provided  help on writing DSI drivers. We still plan to create a driver development guide, though the priority has been adjusted because of our increased focus on NSF science projects.

New Hands-on Tutorial for GridFTP (Bugzilla 5587) 

As part of our work in community expansion and outreach, we completed and placed online a hands-on tutorial for GridDFTP. This tutorial was presented at both the Linux Clusters International and SC ’07 meetings to over 50 participants. 

Reliable File Transfer (RFT) 

RFT is being redesigned as part of the DOE SciDAC CEDPS effort. Except where important improvements are needed to support other components such as GRAM, roadmap items for RFT have been deprioritized, including enabling optimizations for “lots of small files” in RFT and transfer time prediction resource properties in RFT. 

Reuse of TransferClients across Multiple RFT Resources (Bugzilla 3879) 

We completed an effort to enable reuse of transfer clients across multiple RFT resources. The intention is to improve GRAM performance for all the communities that stage data, especially the Open Science Grid and high-energy physics community. Testing is under way. 

2.2.2 Execution Services 

Another important set of tools in the Globus Toolkit deal with submitting and managing compute tasks on remote systems, especially when the target systems are managed by diverse organizations resulting in heterogeneity of interfaces and policies. The GRAM service (of which there are two flavors: pre-Web services GRAM2 and Web services-based GRAM4) provides a uniform remote job submission and management interface for a variety of target systems. The Globus Advanced Reservation Service (GARS) provides a uniform interface for requesting a reservation to use a remote compute system at a specific time. (This is a key requirement for co-scheduling systems.) All of these services offer security at the virtual organization (Grid) level and (with the exception of GRAM2) standards-compliant Web service interfaces.

Improvements to GRAM4 File Staging Performance and Reliability 

The GRAM team worked with OSG and TeraGrid to support their increasing use of Web Services-based GRAM (GRAM4). We worked with OSG to define some important test cases. Of most importance was processing large numbers of job submissions that included file staging to the GRAM4 service using Condor-G as the client. Under stress testing WS GRAM performance slowed significantly, and the GRAM4 service became unreliable. After some analysis, the GRAM team identified that the Web service interaction between GRAM4 and RFT was the main cause for the degradation in both performance and reliability. Enhancements were made to GRAM4 to use local method invocations to RFT, instead of Web service invocation, which solved the problem. These improvements were released in GT 4.0.5 and are being used on both OSG and TeraGrid. 

The GRAM performance testing also identified problems in the GT Core/security component that negatively impacted performance and reliability. As a result, a tiger team was started that is focused on improving performance and reliability for GRAM and all its dependencies. 

Globus Advanced Reservation Service (GARS)

In 2007, a new Globus advance reservation service (GARS) was implemented. The goal of the GARS service enables GT4 users to create and manage advance reservations (ARs) of compute nodes using Local Resource Managers (LRMs) that include support for AR. Resource management systems such as LSF and PBSPro and schedulers such as Maui and Moab that can be plugged into several LRMs provide compute node advance reservation functionality. Our intention is to create a service that provides a thin veneer on top of LRM functionality. At SC07, we successfully demonstrated GARS using two TeraGrid compute resources that support advance reservations. Additionally, we worked with the GUR team (co-scheduling software used on TeraGrid) to integrate GUR with GARS, and this feature was also demonstrated at SC07. We plan to include GARS in the 4.2 release series. 

WS GRAM JSDL Releases

An alpha version of GRAM4 with support for JSDL was released in the GT 4.1.1 development release. It was used successfully by the AHE project in OMII UK. However, in response to community requests to preserve GRAM4 code stability in the 4.2 series, we decided that we could not support the JSDL version in the 4.2 series. The JSDL work provided the GRAM team valuable insight into what it will take to support JSDL in GRAM4. We will retarget a JSDL GRAM4 service for the 4.4 series. WHY NOT 4.3?
Audit-enabled GRAM Service Prototype for TeraGrid 

In 2007, both the GRAM2 and GRAM4 services were enhanced to support creating an audit record and its insertion into a local database as part of a solution to support community accounts for TeraGrid and TeraGrid Science Gateways. Requirements were gathered from the Science Gateways team, and a prototype was created and deployed on TeraGrid. The audit system was tested and integrated into the LEAD gateway. These GRAM2 and GRAM4 auditing enhancements were released in GT 4.0.5. TeraGrid is deploying audit-enabled GRAM services in CTSS V4. 

Tracking of Pre-WS GRAM Jobs 

GRAM job tracking was not critical and will be reevaluated for the 4.2 release series. 

4.0 GRAM Guides 

We have had some initial discussions about what documentation is missing and what improvements are needed, but other priorities have prevented the GRAM team from making significant progress here. This will be a high priority for the 4.2 release series in 2008. 

2.2.3 Metrics 

A high-priority item on the 2007 CDIGS Metrics roadmap was establishing public privacy statements for Globus online services (website, email lists, Bugzilla, etc.) and for Globus software (log files and usage reporting). The purpose was to help Globus users feel comfortable with the usage reporting mechanism so that they would leave it enabled in their deployments. This usage data is critical to CDIGS’s understanding of users and usage patterns, which contributes both to our plans for software improvements and to our justification for continued funding. The privacy statements are available on the Web at http://www.globus.org/privacy. We are making our first revisions to these statements based on new kinds of data analyses. WHAT KINDS?

Another high-priority item on the 2007 roadmap was operating the Globus community’s usage data listener service, which receives usage reports from deployed Globus software. This service uses Metrics project code and a production database service operated by Argonne National Laboratory’s Mathematics and Computer Science systems group. In cooperation with this group, we resolved several stability issues with the database service caused by intensive data analysis activities. The fault-tolerant design of the listener service prevented any data loss during these incidents, and we believe that we lost no usage reports during the entire year. 

The third high-priority item on the 2007 roadmap was providing documentation to enable software developers to add usage reporting to their software and to enable Grid infrastructure operators to run their own listener services. During the year, the RLS, DRS, MDS4, MPIg, OGSA DAI, and C WS Core development teams added or updated their usage reporting code, listener service packet handlers, and report generators. We also added several new report generators for existing components. The TeraGrid operations team established a TeraGrid-wide listener service, which is now collecting data from TeraGrid’s resource provider systems for TeraGrid’s internal usage evaluation and reporting efforts. We created a public website for the Metrics project at http://incubator.globus.org/metrics where the documentation for these tasks is available. 

We added RLS and MDS4 usage charts to our monthly report runs, which was part of the final high-priority item on the 2007 roadmap. We do not yet have report generators for the DRS, MPIg, or C WS Core data (though the data is being collected), but when we do, they will be added to the monthly runs. New analysis methods were a medium priority on the 2007 roadmap. We designed a number of new usage data report types for Java WS Core, GridFTP, RFT, RLS, MDS4, and GRAM4. These reports analyze usage patterns in new ways, showing how longevity of use and quantity of use are distributed across the user population. These reports are available in an appendix of this report and on the public Metrics project website. 

A team at the University of South Florida (USF) led by Adriana Iamnitchi worked with us to conduct a detailed trace analysis of GridFTP usage on TeraGrid and the Open Science Grid. The results of that analysis opened many interesting questions about GridFTP usage on these systems. The results are available as a USF technical report: Data Transfers in the Grid: Workload Analysis of Globus GridFTP. 

The 2007 roadmap called for adding service monitoring and downtime notifications for the Globus usage data listener service. During the database instabilities mentioned above, we discovered that the service was already being monitored because we received error notifications automatically. Consequently, we reduced the priority of this task and did not make significant changes to the existing mechanism. 

During our annual NSF review, we reviewed the data being collected, analysis being performed, and use of the resulting information. We are now establishing a new baseline for usage reporting based on our revised understanding of CDIGS high-level goals and priorities. 

2.2.4 Security
One of the most important contributions that the Globus Toolkit has made to the Grid community is its implementation of the Grid Security Infrastructure (GSI). Based on Public Key Infrastructure mechanisms, GSI has evolved considerably since the Globus Toolkit 1.0 to include standards-based Web services patterns, including support for SAML identity attributes and XACML policy specifications.

GT Security Bug Resolution 

A high-priority item for 2007 was the establishment of procedures for handling security vulnerabilities reported in Globus Toolkit software. A security committee was established for security issues to be reported, prior to their being made public. In additional to individual members, key application communities were invited to participate and receive pre-announcements of advisories and help with the resolution. Multiple vulnerabilities have been reported and resolved either as benign or as a security bug, and advisories have been issued as appropriate. 

Signing Policy Support 

A high-priority item was to include signing policy support in the Java security code base. We are participating in the Open Grid Forum’s efforts to define a revised standard for signing policy files. The inclusion of signing policy support in Java was stalled so that the revised specification can be implemented. Recent requests from the community indicate that support for the existing specification would be useful, and this milestone has been reprioritized as a target for GT 4.2 release. 

Trust Root Provisioning Facility 

Community support for other areas precluded development of a trust root provisioning capability, and this item has been deprioritized accordingly. However, since one of the high-level goals for 2008 is to move toward attribute-based authorization, this item will be reconsidered in that context. 

OGSA Security Basic Profile Compliance 

CDIGS personnel participated in the authoring of the Open Grid Forum’s OGSA Security Basic profiles. In accordance with this profile, the embedding of key information in EPR was completed in May 2006. 

WS Independent Authorization Framework 

The authorization framework in Java WS Core provides for a pluggable, attribute-based, authorization-processing framework. A high-priority goal was to refactor this framework in order to make it independent of the Web services framework. This work has been completed and will be included in the next Globus Toolkit stable release series. Communities can now use the authorization engine for authorization evaluation at the application level and in non-Web service scenarios. Further, we are reworking the code structure to improve code maintenance and to simplify the addition of community contributions. 

CAS Enhancements 

CAS enhancements were completed in December 2006. 

Authorization Query Callout to Support Attributes 

Support for attribute-based authorization was a high-priority goal for 2007. We worked with the Open Science Grid and EGEE to gather requirements and develop a SAML-2-XACML-2 Authorization Query implementation. Prototypes have been completed and sent to OSG/EGEE for comments. There is an ongoing effort to integrate this with the Globus Toolkit, so that any service will be able to leverage this work for communicating attributes to a decision evaluator. 

2.2.5 Common Runtime 

Common runtime tools are primarily invisible to end users but have a high impact for developers of our software and for those user communities and infrastructure providers who have written Globus software services. The important balance is in keeping up to date with the latest standards and capabilities while protecting those users who have already invested in our existing APIs. A key goal this year was to assess the latest technologies in these rapidly changing areas, gather additional input from our user base, and move ahead cautiously. 

CoG JGlobus Bug Fixes and Library Update 

The CoG JGlobus software provides critical security libraries for the Java implementation of the toolkit. Regular bug fixes and patches are applied to the core base. We are addressing some potential synchronization issues in the third-party libraries used by this toolkit and plan to update the library based on our evaluation. 

Generalized Certificate Validation in JGlobus

The primary community (caBIG) requesting generalized certificate validation has already implemented a workaround that has been deployed on its production systems. While generalizing the validation would allow for cleaner interface, this is not a constraint for caBIG or any other community. This item therefore has been deprioritized, although it would eventually benefit caBIG by enabling them to ship GT as is, without patches to CoG. 

WS Schema Specification Updates 

Upgrading the WS Resource Framework and WS Notification specification to the final version was a high-priority milestone for the WS Schema project. The aim is to facilitate leveraging profiles and recommendations from OGF and allow the services written using the toolkit to interoperate with other implementations such as UNICORE and .NET WSRF.

We completed a cost/benefit analysis and backwards compatibility strategy for the upgrade. These were presented to the community, and feedback was gathered by using developer and user mailing lists and meetings. Based on this feedback, an upgrade with no backwards compatibility was completed. This work is targeted to be released as part of the next development and stable releases. 

Java WS Core Technology Evaluation 

Evaluation of competing toolkits and technologies was a high-priority item for the Java WS Core project. A tiger team was formed to conduct this activity, and the results were presented to the community. The team evaluated the features provided by Apache Muse, Apache Axis 2, and Java EE 5 and analyzed the costs and benefits of moving to one of these. Apache Axis 2 was deemed as a technology worth investigating further, and a campaign was created to prototype features provided by Java WS Core on that platform. It was concluded that we would benefit from waiting for the software to mature some and provide better support for some key features needed in Java WS Core. The results of the evaluation were published for community review and comment. 

Java WS Core Resource Persistence Support 

Another high-priority goal for Java WS Core was enhancements to resource persistence support to alleviate developer burden and facilitate support for fail-over and recoverability. We investigated various technologies to use for improved resource persistence and concluded that the Java Persistence API would fit our requirements. The feature design has been completed, and the implementation is work in progress. 

Notification Throttling in Java WS Core

Another goal identified for Java WS Core was notification framework enhancements, specifically notification throttling to improve performance. This effort has been stalled until a performance evaluation of Java WS Core infrastructure is completed. Meanwhile, support for reliable notifications in addition to best-effort notification was requested by the caBIG and LEAD communities. To address this issue, we evaluated potential tools that can be used to provide this support. Effort is under way to integrate Apache Sandesha with the toolkit, so that the services can choose to send reliable notifications and receive acknowledgments. 

Java WS Core Specification Upgrade 

Support for the final version of the WS-Resource framework and WS Notification framework was completed as part of WS Schema project. The Java WS Core code base was upgraded to synchronize with the change in the WS Schema project. The effort involved updating APIs and operations provider support such that services can be built on the new specification. A migration guide to aid in porting existing services to the final version was also completed. 

C WS Core Technology Evaluations and Planning 

Evaluation of competing toolkits and technologies was a high-priority item for the C WS Core project. Together with the Java WS Core and WS Schema teams, we evaluated competing technologies, including gSOAP, Axis/C++ and Axis2/C, for implementing Web services. We concluded that these tools are unable to process the data formats used by the Grid community. The results were presented to the CDIGS developers and other user groups. We also evaluated new Web standards and protocols and have begun work to adopt these within the C WS Core. The results of the evaluation were published for the community to review and comment. 

C WS Core Third-Party Library Updates 

Updating of software from third parties used in core libraries was a high-priority milestone for the C WS Core project. This work allowed the C WS Core project to leverage enhancements and bug fixes from upstream developers. We upgraded the JavaScript implementation used by the C WS Core bindings generator as well as patched OpenSSL to fix issues with 64-bit systems as well improve portability to new software and hardware platforms. 

C WS Core Usage Statistics Collection 

One of our goals was to collect information about C WS Core usage, similar to what is already in the Java WS Core code. The primary aim is to understand our user base better. To this end, we implemented a new usage statistics generator that includes more information about the C WS Core service container deployments. We also updated the usage statistics listener service and report generators to handle the new usage information. 

Incorporation of Checksum Driver into Globus XIO 

The incorporation of a checksum driver into Globus XIO was deprioritized because of higher-priority GridFTP items. 

XIO Stack Management Driver 

We developed an XIO stack management driver that makes it possible to dynamically manipulate XIO Driver Stacks. This item was completed as part of the work required to bundle UDT libraries with GridFTP, a roadmap item for 2008. 

XIO Driver Development Guide for Designing and Implementing XIO Drivers 

Currently, there is not a strong community demand for specialized XIO drivers, and this item therefore has been deprioritized. 

2.2.6 Information Services 

In the past, general MDS development was funded by a separate NSF project in addition to CDIGS. When follow-on funding was not approved (mid-year), the roadmap direction was significantly changed. The portion of the Information Services team funded by CDIGS focused on requirements from user communities, with most coming from the two largest groups of MDS users: TeraGrid and Earth System Grid. While most of the high-level roadmap entries remained the same, most of the milestones were changed from the March 2007 Roadmap. The accomplishments are listed as follows.

MDS Index Service 

We worked extensively with beta testers within the Earth System Grid (ESG) to identify areas in which the Trigger Service could be improved. In response to suggestions from these beta testers, we implemented the following features in the most recently released versions of the Trigger Service.

· Support for namespace mappings, simplifying the syntax used to specify trigger conditions. 

· Support for specification of an “invalidity time,” a time period during which triggers will not fire. ESG requested this feature in order to disable triggers during scheduled downtimes. 

· Support for several new flags that enable users to specify options pertaining to triggers (such as what will be sent as input to the programs invoked by the trigger service when a trigger is fired). 

· Support for specifying multiple trigger rules per registration, making it easier for users to specify multiple actions based on the same data. 

In addition, the beta testers expressed a strong desire for a more user-friendly interface for managing existing triggers (specifically, the ability to disable, re-enable, and modify existing triggers without having to destroy and recreate them). Implementing these features required changing much of the Trigger Service code base; we have made these changes and worked with our ESG beta testers to test them; this new version will be included in an upcoming release. 

We have also created several tutorial-style documents for the trigger service.

· http://www.globus.org/toolkit/docs/development/4.1.2/info/trigger/trigger-howto-monitor.html
· http://www.globus.org/toolkit/docs/development/4.1.2/info/trigger/trigger-howto-email.html
· http://www.globus.org/toolkit/docs/development/4.1.2/info/trigger/trigger-howto-easy.html
Usage Statistics (Bugzilla 5055) 

Basic usage statistics are now being collected for the Index and Trigger Services. 

TeraGrid User Portal (Bugzilla 5057) 

We worked with TeraGrid to create information providers for job and queue information for use by the TeraGrid User Portal and assisted with deploying and configuring them with appropriate security parameters (e.g., restricting access to job data). These are in production use in TeraGrid. 

TeraGrid MDS Support (Bugzilla 5168) 

We helped TeraGrid design an MDS-based solution for distributing information about the location and support levels of the various CTSS software packages. TeraGrid has implemented this solution, and this information is now advertised through the MDS Index Service and displayed via WebMDS. We have also, at TeraGrid’s request, created a WebMDS view displaying the EPRs of running services.

Index Service Performance (Bugzilla 5052) 

We implemented the use of local transport by the Index Service for communication within a container (e.g., the Index Service uses local transport, instead of going over the network, to query the WS-GRAM service within the same container) in order to improve performance.

WebMDS (Bugzilla 5054) 

After the March 2007 roadmap document was published, we identified and ranked user needs for WebMDS.

In response to multiple user requests, we modified the default WebMDS view to include sorting and optional automatic refresh (Bugzilla 2401). The process of adding locally written custom summary lines to the default WebMDS view was also simplified (Bugzilla 3930).

WebMDS was modified to enable users to specify their own XPAth queries (with namespace mapping in Globus Toolkit releases that support it). This feature can be used to implement a REST interface to MDS, which TeraGrid has requested. 

Error reporting in WebMDS was improved to include summaries and, in some cases, suggested fixes instead of just stack traces. 

WebMDS Documentation

In addition to the tutorial-style documents for the Trigger Service mentioned above, we created new documentation for the existing information providers and for the UsefulRP component, including tutorial-style documents for writing information producers. 

Archive Service (Bugzilla 3976) 

We implemented an archive service. It has been documented and tested internally. 

2.2.7 Documentation 

In addition to the regular tasks of making documentation as complete as possible for each release, editing, copy editing, and carrying out Web master roles, we accomplished the following items.

Analysis and Improvement of Content for Major Components (Core, Security, MDS4, GRAM, etc.) 

Content improvement is an ongoing task, although we identified and fixed many key items, including diagrams, tutorials, and samples for improving the documentation. We continue to work with developers to include them for 4.2.0 releases. Notably, the security section now has a new WS Java Security doc, and there will be a similar one for WS C security. Also, MDS is creating group index, trigger, and archive services under aggregator services to help improve configuration and development information. 

Direct Documentation Feedback 

We added a dialogue box directly into the GT documentation to enable users to deliver immediate feedback including recommended changes and corrections to the documentation team. So far, over a dozen updates have been made to the documentation as a result of this mechanism. 

Updated Flow Control for Documents 

Instead of extensive interlinking among documents, complete units of content are now included in multiple guides for easier user navigation. 

Advanced Table of Contents 

Prior to our update, a Table of Contents was simply a list of links. Now there are tables with high-level information, plus additional links to important information that can be customized on a per component basis. On the Java WS Core home page, for example, there is now a prominent link to relevant tutorials. 

2.3 Incubator Management Project 

The community has a project called the Incubation Management Project (IMP) that is responsible for helping new projects to join the Globus Alliance. The CDIGS project funds some of the current members of the IMP, though each member spends only a small amount of time on IMP work. A full list of the current incubator projects can be found at http://dev.globus.org/wiki/Welcome#Incubator_Projects, and details of the Incubation process can be found at http://dev.globus.org/wiki/Incubator/Incubator_Process. 

This year we added nineteen new Incubator projects, escalated one incubator project to full GT status, and placed two projects in hibernation. 

New Incubator Projects: 

· DDM – The Data Distribution Manager project provides an efficient data distribution service that can be used to track, transport, and synchronize large-scale, distributed data sets. 

· Falkon - A fast and light execution framework, Falkon enables the rapid and efficient execution of many tasks on large compute clusters. 

· GAARDS - The Grid Authentication and Authorization with Reliably Distributed Services project provides services and tools for the administration and enforcement of security policy in an enterprise Grid. 

· GARS - GARS provides the capabilities of reserving compute resources in the form of a WSRF-based Advance Reservation Service. 

· Gavia-MS – Gavia is a Condor-based metascheduler using the Globus Toolkit 4 as the Grid middleware. 

· Gavia-JSC - A generic graphical user interface for job submission, monitoring, and management, Gavia-JSC is tailored to work with a Globus4 Grid running the Gavia metascheduler. 

· GDTE – The Grid Development Tools for Eclipse project improves the usability of Grid technology and supports the separation of Grid middleware and application development through the use of a Service creation wizard, an Application Deployment Wizard, a Grid Configuration Assistant, and a Remote Grid Service Debugging Assistant. 

· GEMLCA - Grid Execution Management for Legacy Code Applications supports the easy deployment of legacy code programs exposed as Grid services. 

· HOC-SA – Higher Order Component Service Architecture enables the execution of parallel implementations of typical programming patterns and accessible and customizable via Web services. Higher-order components provide Grid users with high-level programming constructs, prepackaged with (parallel) implementations and the required middleware configuration files. 

· Introduce - Introduce provides support for development and deployment of strongly-typed, secure Grid services. The current implementation of Introduce uses the Globus Toolkit as the underlying core Grid infrastructure and the Mobius framework to support strongly typed Grid service development. 

· LRMA - The Local Resource Manager Adaptors project supplies adapter modules for Globus components that provide adapter APIs for interfacing with local resource management systems.

· MonMan – MonMan provides a set of configurable MDS4 information providers for locating, monitoring, and managing Grid resources, as well as views of the information. 

· NetLogger – NetLogger provides infrastructure for troubleshooting complex Grid middleware and a general-purpose technique for configurable trace summarization. 

· OGRO - The Open Grid Online Certificate Status Protocol client uses CertiVeR for proxy certificate OCSP path validation. OGRO is also used to request authorization information in OCSP extensions from such service. 

· RAVI - Remote Application Virtualization Infrastructure provides GUI-based tools to guide the user through the process of identifying an application, mapping from strongly typed Web Services operations to application arguments, defining authentication and authorization requirements, and deploying a service onto an execution site. 

· SGGC - SJTU GridFTP GUI Client is an interactive GUI client for GridFTP. 

· Swift – Swift provides a high-level, location-independent scripting language for distributed parallel execution of loosely coupled applications. 

· UGP – The UCLA Grid Portal Software provides a Web-based Grid portal that allows users to interact with distributed computing clusters at the campus or institution level. 

· WEEP – The Workflow Enactment Engine Project is developing a workflow enactment engine able to fulfill requirements of highly dynamic and interactive workflows that can be fully controlled by a user. 

Escalated Project: 

· GRIDWAY -- A distributed resource management system. 

Hibernated Projects: 

· GT-HS - The Globus Toolkit Handle System.
· OGCE - Software for building computational Grid and science gateway Web ports. 

2.4 Community Outreach and Engagement 

Community outreach this year included a broad array of engagements including general conference attendance, conference presentations, Birds of a Feather sessions, presentations of scholarly works, site visits, and tutorials. Additionally, we hosted the first Globus Committers Meeting in May that brought in over 35 attendees from several different countries. 

The majority of this year’s events are included below: 

· November 10-16, 2007, SuperComputing, Reno, Nevada 
Many Globus-related events at SC 2007, including a full-day tutorial (partially sponsored by CEDPS), GridFTP tutorial, and BOF. 
· October 16-17, LEAD team site visit 
Requirements gathering, future discussion 

· October 15-19, 2007, OGF 21, Seattle, Washington 
Many Globus-related events at OGF 21 

· HPSS Users Group, Bloomington, Indiana, October 16-19 
Globus data presentation and discussions 

· Internet2 Fall Member Meeting 
Solutions tutorial, half-day
· October 7, 2007, eSocial Science Conference, Ann Arbor, Michigan 
Solutions tutorial, half-day, at the 3rd Annual e-Social Science Conference 

· October 5, 2007, Intensive International Workshop on High Performance Computing for Informatics and Biosciences, Western Kentucky University 
Tutorial on Grid computing at the EPSCOR IIWHPC meeting at Western Kentucky University 

· September 12, 2007, GridKA School, Karlsruhe, Germany 
6-hour Globus tutorial at the GridKA school 

· September 9, 2007, PPAM, Gdansk, Poland, September 9
Half-day Globus and Gridway tutorials at PPAM 

· Sept 3, 2007, Budapest, Hungary 
GT4 and WSRF overview at Coregrid2007 

· Sept 2-7, 2007, CHEP, Vancouver, Canada 
90-minute BOF at CHEP 2007 

· July 8-20, 2007, ISSGC, Mariefred, Sweden 
A fair bit of Globus content in the International Summer School on Grid Computing 

· June 29, 2007, Joint EGEE and SEE-GRID Summer School, Budapest, Hungary 
1-hour tutorial on porting fusion and biomed applications using DRMAA API and Globus GridWay, as part of the Joint EGEE and SEE-GRID Summer School on Grid Application Support (presented by non–CDIGS-funded Globus committers) 

· June 11, 2007, VOiG, Denver, Colorado 
3-hour tutorial on Globus solutions at the Virtual Observatories in Geosciences 

· June 4-7, 2007, TeraGrid Annual Meeting, Madison Wisconsin 
6-hour Globus tutorial, as well as component-specific meetings, Gridway demo, etc.

· June 2, 2007, Great Plains Summer School, Kansas City, Missouri 
6-hour Globus tutorial at the Great Plains Network meeting 

· May 22-23 Globus Committers Meeting 

· May 7-11 OGF 20 

· April 26 Texas Tech University (TIGRE) team site visit 
Presentations and discussions on Globus directions, future requirements 

· April 19 Pittsburgh Supercomputing Center Site Visit 
Presentations and discussions on Globus directions, future requirements 

2.5 User Perspectives

In an effort to better understand the needs of current and potential Globus users, the CDIGS project has undertaken a User Perspectives interview project. The team has been interviewing individual members of collaborative science projects who use distributed computing technology. The purpose of the project is to document the work-related goals, methods, and challenges facing today’s scientific technology users and to record their perspectives on Globus software and its relevance to their work. 

The primary deliverable of the project will be a final paper, due in June 2008, describing the findings from the interviews. The project is generating a number of immediate benefits along the way. 

The team has produced two interim quarterly reports.  These reports provided preliminary summaries of user goals, issues, and expressions of user satisfaction extracted from the interviews transcribed to date. The interviews themselves contain information on additional topics, so an increasingly rich set of observations and analytical material will appear in subsequent reports. In the final report, interview transcripts will also be included in their entirety.

In addition to these interim reports, the team has provided a set of eighteen dispatches to CDIGS team members on issues that were mentioned in individual interviews that deserve immediate follow-up by team members. Responses may involve directly contacting the person interviewed for follow-up (if the person agreed to such follow-ups), or they may be general responses, consisting of independent investigation and follow-up with the community as a whole.

The team has also produced five interim recommendations to the CDIGS team based on the interview data collected to date. These recommendations were designed to improve the scientific user's experience with Globus software.

Projects Represented in FY2007 Interviews:

Access Grid, Adaptive Cyberinfrastructure for Threat Management in Urban Water Distribution Systems, ALCF, Angle, CEDPS, CNARI, ENZO, FermiGrid, GNARE, GridShib, Lattice QCD, LEAD, LIGO, MEDICUS, MILC, MPICH-G2, OSG Engagement VO, nanoHUB, Network for Computation Nanotechnology, Optiputer, PASTA, PUMA2, RadGrid, TeraDRE, TIGRE, UCLA Grid Portal, VO Services Project, and one other project whose name was withheld by the person interviewed. 

Scientific Fields Represented in FY2007 Interviews:

Air quality modeling, astronomy, astrophysics, atmospheric science, bioinformatics, biology, biology and medicine, bioscience, civil engineering, collaboration technologies, computer-aided diagnosis, computer science, cosmology, ecoinformatics, education and outreach, elementary particle theory, geophysics, geoscience, genomics, gravitational wave astronomy, gravitational wave physics, grid security middleware, high energy physics, hydrology, information technology, lattice qcd, materials science, medicine, meteorology, nanotechnology, neurology, neuroscience, non-accelerator physics, non-high energy physics, nuclear engineering, physics, psychology, radiology, speech pathology and visualization 

User Types Represented in FY2007 Interviews: 

Application engineer for scientific computing, assistant group leader, computer professional, developer, lead scientist, middleware architect, ph.d. grad student, principal investigator, professor, programmer, programmer analyst, project lead, research programmer, science and technology liaison, scientist, storage engineer, system administrator, system architect, system designer/developer, and technical director 

2.6 Tackling Robustness 

One of the important issues we began to focus on this year is the robustness of the GT toolkit. In two very different situations, we were able to bring together a focused group of people with the expertise required to tackle the problem at hand. 

In the first situation, we took an approach that brought together a (quite large) group of people to tackle problems that the LEAD science gateway in TeraGrid was encountering. The problems were severe enough that the LEAD team was forced to cancel one of its fall weather challenges. After a brief on-site meeting with the LEAD team, we realized that the problems involved a number of different technology providers (GRAM, GridFTP, CoG, Globus Core); a number of different TeraGrid Resource Providers who were implementing the technology (Indiana, NCSA, SDSC); the TeraGrid Gateway developer team; and the LEAD team that was experiencing the problems. We created a mailing list that included representatives from each team. This provided a forum to discuss the problems that LEAD was having. During the email discussion that followed, wiki links were provided that disseminated the relevant information to all the groups simultaneously, and the various groups were able to formulate and ask pertinent questions. Shortly thereafter, a regular call was initiated, and many of the issues were handled. Other problems are currently being addressed, and LEAD is on track for meeting its goal of the next weather challenge in 2008. 

In the second situation, we took a purely internal approach, involving only the CDIGS team. This problem concerned GRAM robustness. After several months of testing and characterizing performance, we determined that we needed to pull together a team that involved multiple components including GRAM, Core, RFT and GridFTP to tackle the issues. Within a week of meeting and discussing GRAM failure modes in the larger context, the team was able to identify a number of issues that were likely causes and to begin fixing problems, as well as to prioritize development items needed to solve the problem from a larger perspective. Currently, the teams are characterizing the reliability issues, developing baselines, and designing updated stress tests to ensure that this work remains an ongoing part of the Globus framework. This work is expected to have a very positive impact for GRAM users. Additional tiger teams are planned to continue related efforts in the coming year. 

3 CDIGS Project Plan for 2008

We have taken a new approach with our project plan this year. Rather than focusing exclusively on the technology roadmap (leaving the rest of our project plan implicit), we have instead outlined all of our anticipated activities, including those that do not result in changes to the Globus Toolkit (e.g., outreach, training, reviewing our plans with Globus users). This change is embodied by two new sections of the plan: 3.1 (“Project Management Updates”) and 3.2 (“Community Services”).  Section 3.3 contains our latest technology roadmap, which has been refocused in order to make the plans more accessible to users. We have attempted to express all elements of this year’s project plan in the context of issues that Globus software users will recognize and understand. Wherever possible, we have cited specific Globus user communities who have requested, suggested, or committed to using the results of the work.

3.1 Project Management Updates

This year, we will make a number of significant improvements to our project management processes. We will improve our processes by formally documenting them; engaging an external reviewer or trainer who will analyze the processes, suggest improvements, and help us establish those changes; re-engaging our Executive Advisory Committee; and establishing an ongoing risk analysis process (see Section 3.1.1). An interesting aspect of this work will be our need to link the CDIGS project processes with the dev.globus community’s open governance processes, over which CDIGS has limited influence. We will also strengthen our collaborations with key user communities by formally defining a subset of Globus users from whom we will derive our project priorities and a formal process for collecting feedback from these communities and revising our plans accordingly (see Section 3.1.2). 

3.1.1 Oversight and Process Improvements 

The CDIGS team is creating systematic processes for software development similar to those used in the Capability Maturity Model CMM level 3. This will be an ongoing effort throughout the year. Specific initiatives that we will undertake this year are listed below.

Improvement of Documentation of CDIGS Software Development Processes 

We will clarify and add detail as necessary to our documentation of the software development processes used by the CDIGS team. Topics to be addressed will include requirements gathering, planning and prioritization, testing, releases, issue reporting, and tracking. 

External Process Evaluation and Training 

As part of the overall mission of the CDIGS project, CDIGS management plans to involve experts who are external to the team that will review our engineering efforts and recommend changes to the engineering and management teams. 

CDIGS Risk Analysis 

The CDIGS team has been assessing risks to the project. Currently the top 5 risks we have identified are as follows: 

· Globus technology does not advance fast enough to remain current and useful, so users create specific workarounds and stop using Globus. 
The CDIGS team has recently completed a competitive analysis to understand and respond to the competitive landscape. Additionally, we are actively engaging the community to identify requirements that will continue to ensure that our software development provides what the community requires. 

· Globus software is not sufficiently robust, so users create technologies that are used instead of Globus. 
The GRAM tiger team is addressing the issue of robustness in one of the key components of the Globus toolkit. Also, the plans mentioned in other parts of the report for error reporting and dynamic testing, as well as a number of the roadmap items, will help make GT significantly more robust during this next year. 

· In attempting to make the team more corporate-like development structure (through the use of  management consultants, etc.), we lose our developers and our ability to innovate. 
Innovation remains an important aspect within our team. We are actively working to maintain an innovative atmosphere. Developers are encouraged to present papers and attend conferences where new ideas can be discussed. Additionally, we have a weekly technology discussion meeting within the Distributed Systems Lab where colleagues can share information on the projects they are working on. 

· A disrupting technology supercedes what Globus is doing and obviates the need for Globus. 
This is always a danger for every existing technology. The key here is to be aware of new technologies and the changing values that impact our community. Constant dialogue with our community is most important. 

· International communities adopt alternative technologies to Globus (for whatever reason), thereby negatively impacting Globus deployment in international collaborations such as OSG, as well inhibiting international deployment.
CDIGS staff are engaged in a number of international projects and working to promote standards and the sharing of technology. 

3.1.2 CDIGS Project Plan Reviews 

A significant challenge in the first two years of CDIGS has been the fact that our user community is so diverse that it is hard to reconcile the many (often conflicting) messages we get from users about what they need and would use if we were to deliver it to them. We have decided to address this problem head-on in 2008. 

In December 2007, the CDIGS team will complete the definition of a specific set of user communities from whom we will draw requirements and priorities for our work throughout the year. We will review this list with our NSF program officer and refine it until we reach consensus on the definition. During the rest of the year, we will use this list to focus our community input processes, and we will use the feedback obtained from these specific communities as the basis for justifying our project activities. This will not replace our existing open mechanisms for publishing plans and collecting input, but it will add a higher-priority input process that will give us a clearer way to make decisions and to justify those decisions based on the input we receive from specific segments of the user community. 

We will conduct two cycles of community review and input during 2008. The first cycle will review the plan presented in this report and will conclude in March 2008. In that cycle, we will work closely with the communities in our list to review relevant portions of the plan and receive explicit feedback regarding the utility of the proposed work in the challenges faced by these communities. We will solicit nonbinding commitments from these communities that they will use the results of our work. In parallel with this intensive review by our defined communities, we will be conducting a public review, but the feedback from the public review will not be used to justify our plans, only to validate or further support them. This cycle will result in a revised plan tied to the feedback and commitments obtained by our predefined user communities. The second cycle will review the revised plan and will conclude in September 2008, resulting in our 2009 CDIGS project plan. 

3.1.3 External Advisory Committee 

During 2008, we will re-form and convene our External Advisory Committee (EAC). Specifically, we will revise its membership to emphasize representation of NSF-relevant projects, while preserving the diversity of perspectives in the initial EAC. The following is an initial list: 

· Dennis Gannon (LEAD, TeraGrid, middleware) 

· Wolfgang Gentsch (DGrid, applications) 

· Joel Saltz (caBIG, dev.globus, medical applications) 

· Don Middleton (ESG, climate community) 

· Phil Maechling (SCEC, geophysical applications) 

· Scott Koranda (LIGO, astronomy applications) 

· Nancy Wilkins-Diehr (TeraGrid, science gateways) 

· TBD, Mellon Foundation (middleware, sustainability) 

In this list, Koranda and Wilkins-Diehr are new people that we propose to invite. Wilkins-Diehr replaces Charlie Catlett, who has stepped down as TeraGrid director. The following people from our original EAC will not be reinvited: Stu Feldman (he had left IBM and is too busy in his new position), Erwin Laure from CERN (we want to reduce international participation, so as to emphasize U.S. interests), and Greg Newby (he represented OGF, which is less of a focus for us). 

We will aim to convene the next EAC meeting in April 2008. This meeting will last 1.5 days, with detailed presentations by us on project accomplishments, status, and future directions, and plenty of time allocated for Q&A. We will request that the EAC address not only technical work but also our management, project tracking and reporting, and sustainability plans. 

3.1.4 Exploring Sustainable Funding 

Sustainability of Globus software implies the creation of a self-supporting community that takes on the task of new feature development, bug fixes, porting, and documentation. Several potential options exist, although it is likely that some blend of these may be necessary. The mode of sustainability is going to be highly coupled to the user community, and we should be explicitly considering sustainability models as part of our approach to community outreach and community building. We note that all of these options can take place within the structure that has been established for dev.globus. 

Approaches to sustainability include the following. 

· Cultivation of a broader based user/developer constituency 

· A per project “tax” 

· Cross government agency federations, including NSF, DOE, and NIH 

· Contributions by commercial/for profit entities 

· Nontraditional sources, such as private foundations and nonprofits 

We will analyze each of these with significant input from our Executive Advisory Committee and expert advice from organizations having experience in this area. Our intention is to produce a report on sustainability of funding. 

3.1.5 Reporting 

Reporting will continue on both a monthly and an annual basis. Monthly reports will be available on the CDIGS wiki, and annual reports will be available in Word format on the wiki. We plan to modify the monthly reports format beginning next year to include the following sections. 

· Progress achievements based on the roadmap 

· Changes and updates to the roadmap 

· Additional achievements 

· Specialized community support 

· Outreach through scholarly works, standardization efforts, conferences, and workshops 

· List of top 5 risks to the project 

· Links to Globus-related scientific papers 

· Roadmap items planned for next month

3.2 Community Services

Two of the four CDIGS project goals are aimed at serving and building the Globus user community: “support major NSF users and communities” and “expand the Globus community.” The CDIGS project has always had this component; but after the original project proposal, we did not include this component in our project plans and milestones. This year, we are explicitly documenting our goals and milestones for this important component of our project.

3.2.1 Globus Toolkit Releases 

For more than ten years, Globus users have expressed a need for a unified, integrated software distribution containing the most widely used products of dev.globus projects (e.g., GRAM, GridFTP, RLS, MDS). The Globus Toolkit Distribution Project is a dev.globus project that regularly produces these software distributions. Its members are currently all CDIGS team members, though a mechanism is in place for others to join the project.

Update Releases, Patches, and Development Releases 

The Globus Toolkit Distribution Project has converted to a fixed-date timeline for delivering new releases and updates to the Globus Toolkit. We are aiming to have one major version released per year, with approximately three update releases following quarterly. Development releases will continue to ship monthly. 

GT 4.2 Release

The GT 4.2.0 release planned for March 2008 will be the first new major version of the toolkit since the 4.0.0 release in May 2005. The overall goal of the packaging of the Globus Toolkit is to make the installation and configuration process as easy as possible for users of the Toolkit, while providing the mix of technologies that enable service-oriented science. 

For a major release, we schedule a code freeze starting one month before the release date. The first release candidate is created and distributed for testing to all the technology projects. At that point in the release cycle, no new features are allowed into the toolkit as we focus on bug fixes for the release date. The release manager is the coordination point for the classification of newly found bugs with severities ranging from blocker bugs to minor problems. As blocker bugs are fixed, new release candidates are generated for regression testing to ensure that no new problems were introduced. The release manager also monitors CVS activity to enforce both the freezes and feature addition rules.

Before the freezes start, the packaging coordinator makes sure that all of the packages included in the toolkit (over three hundred at this point) are building correctly on all of the target platforms. This is part of the daily build and test procedures but takes more work as new packages are added that did not exist in previous major versions. The incubator process is also now a source of new packages for the toolkit. For instance, Gridway and Gridshib have both graduated from the process, but neither package had a build system that was integrated with the Toolkit’s GPT packaging. Also, other packages introduce new external dependencies, such as GridFTP’s UDT driver. Adding GPT packaging to these packages consumes about a week of time. 

Aside from packaging, one of the largest tasks is writing the new installation and configuration Quick Start guide. The original Quick Start was not written until after the release of 4.0.0, but it has come to be the primary installation document for the toolkit. Writing the Quick Start consumes about one month of effort. 

Release Testing with TeraGrid, OSG, and Other Major Grids 

The Toolkit Distribution project enjoys good relationships with the TeraGrid, the Virtual Data Toolkit team, and the Open Science Grid. Work over the past year resulted in the three projects using a unified set of build tools to produce their releases. As such, while the toolkit produces release candidates for internal testing, the external projects can run the same code with their own build systems to produce binaries for testing on their systems. The LIGO project has also indicated in interest in working with Solaris binaries specifically. 

For TeraGrid, we will send the release candidates through the TeraGrid Build and Test system to verify that the GT4.2 candidates build on all the hardware and OS combinations required. TeraGrid has already demonstrated willingness to test development releases, specifically testing newer GridFTP servers for striped backends, so we will start making plans to test the 4.2 releases before it becomes part of the next Common Teragrid Software Stack. 

For OSG, we will work with Alain Roy of the VDT team to get tagged release candidates tested in the VDT Build and Test process. This work will also verify that all of the tools that run on top of the Globus Toolkit inside of VDT are compatible with the newest code. Once there is a VDT-packaged version that is based on the code from GT4.2.0, we can deliver that to OSG volunteer sites for testing. It is not yet clear what OSG’s adoption schedule will be, but this should serve to resolve issues with GT4.2.0 before it is on their critical path, reducing the number of new issues discovered during ITB testing. 

Once the software can be built and tested on both production Grids, we can work on the agreements and coordination that will lead to the adoption of 4.2 in their software stacks. 

3.2.2 Documentation 

With the updated plan calling for more frequent software releases, the documentation effort will be stepped up accordingly. Release manuals will be provided for 4.2.0 in March (as well as interim development releases), and then release manuals will be updated for point releases every 3-4 months. One thing new this year is that we will be creating a separate set of documents for each point release. This will make it much easier for developers to document details specific to each point version. We are also exploring ways to improve the docbook editing experience via wysiwyg editors to make it easier for users to update the docbook documentation and see their changes before they commit. Both of these improvements will directly benefit the users as they will receive more up-to-date and complete documentation for each release. 

This year we will leverage the User’s Perspective project to help design documentation that is more helpful to the end users to effectively accomplish what they need to do with Globus software.

In addition to maintaining the existing web sites, we will move to a new system (Confluence/JIRA) to improve the visibility of the roadmap items for the community to more effectively help us plan the strategic direction of Globus development. 

Additionally, in response to a user request, we are exploring a mechanism to download a complete set of Globus documentation via a single link. 

3.2.3 End-User Technical Support
The primary mechanism for end-user technical support is in the form of emails and the Bugzilla bug-tracking system. For 2008 we are exploring tools such as JIRA that will make this system even more transparent to the larger community.

Globus support mailing lists provide a means by which members of the user community can ask questions and discuss relevant topics with Globus developers. There are currently over 100 mailing lists on the dev.globus site. General user lists see postings from 100-200 unique users a month, while developer lists see 40-80 unique postings. Typically, our developers spend an average of 10-20% of their time responding to user questions in this manner. 

Bugzilla is the main bug-tracking system used by the Globus community. The bugzilla process enables multiple modes of interaction. Users can 

· view and comment on the roadmap, 

· register for email notifications on progress relating to particular issues, 

· submit bugs (also bug fixes), 

· request new features, 

· comment and respond to comments, and 

· make code contributions. 

Additionally, bug reports filed through the bug-tracking system provide a means for the submitter to identify a project or community. Hence we can identify, prioritize, and track resolution based on this consideration. In prioritizing responses, our goal is to ensure that the questions of the NSF user community are answered, although we respond to non-NSF requests as well. Developers dedicate approximately 10% of their time to handling requests from the community as part of their normal development practice. 

3.2.4 Outreach, Education, and Training

HPC Center Outreach Program 

The CDIGS team will continue the strategy of leveraging programs and capabilities at NSF’s high-performance computing centers in our outreach and training program. The HPC centers play an important role in bringing Globus software and capabilities to end users. These centers deploy Globus services on their systems for shared use, enabling their systems to be used by science gateways, scientific workflow applications, Data Grids, and distributed parallel applications. They also educate their users about advanced computing techniques, which include the use of Globus software. In addition, they host workshops and training sessions. 

Focusing primarily on the National Center for Supercomputing Applications, Oak Ridge National Laboratory, Pittsburgh Supercomputing Center, Renaissance Computing Institute, San Diego Supercomputing Center, and Texas Advanced Computing Center, we will assign specific outreach responsibilities for each center to CDIGS team members. These responsibilities include identifying software development activities that might benefit from the dev.globus incubator program, identifying opportunities to engage with universities and colleges that use the center, identifying opportunities to engage with application teams that use the center, obtaining feedback on CDIGS project plans and specific dev.globus project roadmaps, and identifying and capitalizing on opportunities for further use of Globus software at the centers. 

TeraGrid and Open Science Grid 

NSF’s TeraGrid and the NSF/DOE Open Science Grid also play important roles in bringing Globus software and capabilities to end users. While all of the HPC centers listed above are TeraGrid participants and several are OSG participants, both communities have more participants who can be reached through the TeraGrid and OSG community processes (working groups, for example). The CDIGS team has common members with the TeraGrid and Open Science Grid teams, and we hold key roles in both communities. We will also leverage our involvement in these projects and their existing activities to further CDIGS’s outreach plans in much the same way as described above for the individual HPC centers. 

Community Events 

An important element of CDIGS’s outreach and training program is participation in events organized by or attended by our users. We have developed a list of fourteen key community events that occur annually (e.g., SCxy, HPDC, IPDPS, AGU, Grid Summer School) for which we will propose tutorials, birds-of-a-feather sessions, workshops, posters, paper submissions, and so forth. For each event, our outreach coordinator will track event-planning deadlines, will coordinate participation from the CDIGS team appropriate for the event, and will publicize our participation in the events so that Globus users are aware of the opportunities to engage face-to-face with our team and receive training on Globus topics. 

Training Material Development 

To make it easier for CDIGS team members and community members to deliver Globus training materials at community events, we will expand our common base of training materials to include new and existing materials. 

In early 2008, we will produce a comprehensive “manifest” of the materials we believe are necessary—the full complement of topics and modules—to satisfy the training requirements for the year. We will then use this manifest as a directory for the materials already available and as a “hit list” for materials that need to be produced by the CDIGS team or by other Globus community members. We will aim to cut in half—at a minimum—the amount of materials not currently available by the end of the year. We will also use the manifest as a checklist for reviewing the age and quality of existing materials and identifying those that need updating. 

Educational Support 

In 2007, Ann Chervenak co-taught a graduate research course at USC titled Introduction to Grid Computing. All course materials for this class are available on-line for use by other students and researchers at http://vtcpc.isi.edu/CS599_GridComputing/index.php/CS599_Grid_Computing. 

For future courses that CDIGS personnel teach at our respective universities, we will evaluate the possibility of making course lectures available via the Internet, in accordance with the policies and restrictions of our universities. 

Targeted Workshops 

In 2008 we plan to host a special user and developer workshop at the Open Source Grid and Cluster GlobusWorld, May 2008. 

3.2.5 Security Vulnerability Responses 

Ten of the twenty members of the dev.globus Security Committee are funded by CDIGS. This is a small part of their work for the CDIGS project, but it is quite important to the community. 

The dev.globus infrastructure requires established procedures to handle reported security vulnerability and provide timely resolution to minimize the risk posed to the users. The Security Committee was established to evaluate all reported security issues, devise solutions for security holes and threats, and ensure that solutions are applied and advisories are sent to the community. The committee membership is open to any dev.globus committer. Communities can also choose to participate in the process, and they help test proposed solutions and receive pre-announcements. The vulnerability handling is done in closed lists, and once the solution is devised it is published to the community. 

Information on procedures followed, membership, resolved threats and nonthreats can be found at http://dev.globus.org/wiki/SecurityCommittee/Security_Vulnerability_Handling.

3.2.6 User and Usage Analysis 

The software tools and computational science techniques developed by CDIGS represent an emerging set of capabilities for scientists. Although we have many ideas about how these capabilities will be used, the only way to know for certain is to continuously study the user community. Understanding our users and their use patterns is key both to planning and prioritizing improvements to the software and to justifying the NSF’s investment in this work. 

Our study of users covers both quantitative and qualitative elements. Our goal is to understand  who our users are, what they are trying to accomplish, how they plan to accomplish it, the role that Globus software does or could play in this work, how we can improve Globus software to better accomplish this, and ultimately what role Globus has played in specific scientific advances. 

Operating the Usage Data Listener Service 

The Globus Metrics incubator project, with significant contributions from CDIGS, provides a software mechanism for generating and transmitting usage reports from deployed software to one or more “listener services” that store the reports for subsequent analysis. The CDIGS team will continue to operate the Globus community’s global listener service. All Globus components are configured by default to send usage reports to this service, though operators of the software may reconfigure it to send to additional or alternative listeners or disable the feature entirely. 

Operating this service requires only a small amount of effort. The service’s simplicity and its fault tolerant design, combined with the fact that it is essentially invisible to end users of Globus software, make it unnecessary to maintain 24x7 operational support. Human intervention in issues with the database service or listener service typically is needed once every quarter or so in response to automated email alerts. Capacity and performance planning and actions are needed roughly twice a year. 

Generating Usage Reports and Summaries 

The CDIGS team routinely produces summaries and analysis of reported usage data in order to inform the team, other dev.globus developers, the user community, and sponsors about Globus use and use patterns. A monthly report run—largely automated—produces most of these reports. 

In the coming year, as in past years, we will also explore new analysis methods and develop new report types. This work will be independent of the monthly report runs, though the results will ultimately become part of those runs. 

As a significant activity for 2008, the CDIGS team will improve the performance of the report generator framework. This software framework is the basis for most of our usage analysis tools. It performs the core report generation tasks: pulling data from the database, populating summary tables for analysis, performing typical computations (e.g., totaling fields), and formatting the output for use in presentation tools (e.g., Powerpoint, GNUplot). The current implementation of this framework has a number of inefficiencies that make the monthly report runs more labor-intensive than they ought to be. We will restructure the report run and make code and environment improvements in order to improve the efficiency so that we can continue scaling up our analysis of the data and use of the resulting information in our plans, priorities, and reports. These improvements should also be useful to other groups who use their own listener services, such as TeraGrid’s operations team. 

Usage Data Improvements 

The more we use Globus usage data and attempt new kinds of analyses, the more we see limitations in the data currently reported by the software. For example, not all Globus components report “uptime” data: how long the software has run since it most recently started. This data has proven useful in understanding user adoption patterns and service reliability issues, so we will add it to the usage reports for all components. As another specific example, our attempt this year to investigate the uses of our MDS4 Index Service component was hampered by the fact that the Web services container it runs in doesn’t tell the index service when users query its data; we will add a mechanism to the container to allow that data to be collected and reported. 

In response to requests from OSG and TeraGrid, our GridFTP developers have been expanding GridFTP’s use of the usage reporting mechanism to allow service operators to optionally add a number of new data items to GridFTP’s usage reports (e.g., the DN of the user, the version of the client tool used. This is important to TeraGrid’s and OSG’s ability to track detailed usage patterns on their own systems. We will incorporate this new capability in the next Globus Toolkit stable release and add support for these extended usage reports to the listener service. We will also explore the usefulness of this data and the feasibility of adding similar capabilities to other Globus components. 

User Experience Interviews 

In 2008, the User Perspectives project will continue to document the goals, methods, and problems facing users of scientific technology. The mission of the User Perspectives project is to provide the CDIGS team with additional information about current and potential users, so as to increase the relevancy of the CDIGS team's work to science. Armed with the data and analyses from the User Perspectives project, the CDIGS team will be more effective in tuning its technical support interfaces, educational materials, and development priorities in 2008 and beyond. Deliverables include the following: 

· Data collection – New user interviews will be conducted and transcribed from January to May 2008.

· Issue dispatches – Key issues from the interviews meriting short-term follow-up will be sent to the CDIGS team on an ongoing basis.

· Progress report – A new quarterly report summarizing the latest findings of the User Perspectives project will be issued in March 2008. The report will include updated summaries, a new section describing user methods, as well as updated recommendations for the team.

· Final report – The User Perspectives final report will be issued in June 2008.

3.2.7 Dev.globus Infrastructure 

CDIGS operates a number of services on behalf of the dev.globus community. Source code is stored in either CVS or Subversion repositories connected to commit mailing lists. We also host project mailing lists for user and developer discussions. Bug tracking is provided by bugzilla. A MediaWiki hosts project documentation. There is also a docbook repository that automatically builds toolkitwide documentation on checkin. Downloads are supported by an FTP server. Per-commit builds happen on a Buildbot server, and nightly cross-platform builds are run on the NMI Testbed. CVS inspection is provided by both ViewCVS and Fisheye. 

3.2.8 Incubator Management 

The CDIGS project funds four of the six members of the dev.globus Incubator Management Project (IMP). 

Each member of the IMP serves as a mentor for several active incubator projects. The mentor acts as a liaison to each project and advises the project chair and committers on the Incubator process and requirements for escalation. Each quarter, the mentors review the status of their projects. This process typically takes several hours to view project web pages, communicate with Incubator project chairs, and write a short review status report for each project. The goal of the quarterly review is to determine the level of activity for each incubator project, for example, whether a code release has been done in the past quarter, whether mailing lists are being actively used, and whether open source licenses have been signed. For each project, the mentor evaluates how close the project is to achieving the requirements for escalation to full dev.globus project status. The members of the IMP then hold a quarterly teleconference that typically lasts about two hours. The IMP members report on the status of the projects they mentor, and collectively the committee decides whether the project should remain as an incubator project, should escalate to full dev.globus project status, should go into hibernation because there has been a lack of progress for two quarters, or should be retired because there is no likelihood of forward progress for the project. 

In addition to the quarterly review meetings, the IMP typically has one or more discussions per quarter by teleconference or email to vote on acceptance of additional proposals for incubator projects. For accepted projects, the Incubator Management chair creates mailing lists and adds a new project template page to the wiki. The Chair also contacts the dev.globus infrastructure team to create a new bugzilla product, a CVS/SVN repository, and new committer accounts.

3.3 Technology Roadmap

The third element of our 2008 project plan is a technology roadmap, with detailed plans for improving Globus software in response to user needs. For this version, we directed the team to focus their plans around a small set of high-level goals, which will be mentioned in the introductions to each subsection.  These goals were derived from last year’s community feedback and our most recent NSF review panel’s report recommendations. We also asked the CDIGS technology coordinators to select the highest-priority items in their dev.globus project roadmaps, subject to available resources. The result is a new roadmap that should be easier for users to understand and react to, a feature that will be important in assuring the success of the formal community review planned for this year. This version of the roadmap supercedes the previous version submitted to NSF in March 2007. 

3.3.1 Security 

The treatment of security is a distinguishing characteristic of Grid communities. Grid technology must satisfy the complex requirements of collaborations within and between communities. Today, security solutions typically must be customized to meet the requirements of end users. This year, we will improve security by creating solutions that address specific common scenarios and making them straightforward to implement and scale. We believe that attribute-based authorization can play a key role in these improvements. 

Scalable Authentication and Authorization Framework 

We will define and document the Globus Toolkit’s existing authentication and authorization framework and improve the integration of key pieces so that the result is a well-documented security mechanism that scales gracefully with increasingly complex requirements. 

The current support for authorization provides a rich authorization engine that allows for a pluggable framework that can process attributes and authorization decisions. This implies that users can plug in their custom attribute and authorization processing pieces and that GT can enforce the policy. The feature that is lacking is a default tool for attribute and authorization management. Today, Grid Map files are default mechanism used for authorization policy management. While these are useful in simple scenarios, they require policy replication across resources and scale poorly with large user base. In addition, they have no support for arbitrary attributes. 

We will leverage the Community Authorization Service (CAS), a GT authorization policy management tool that provides multiple standardized web service interfaces for retrieving decisions and a remote policy management interface. CAS can be deployed with minimal overhead for lightweight deployments but can scale to support large deployments, thus providing a uniform configuration and user interface for wide variety of toolkit users. Furthermore, a single installation of CAS can be used across resources in the same virtual organization, alleviating policy duplication and reducing the setup burden for the administrator. 

We plan the following enhancements to CAS for deployment as the default attribute and authorization policy management tool in GT: 

· Augment CAS to make it a first-order attribute management tool 

· Deploy CAS as default authorization tool 

· Add support in C components to interface with CAS 

· Improve performance and scalability 

· Add XACML 2 interface support 

Simplify Default Security Configuration 

We will improve the default security configuration for Globus software to make it more straightforward than the current default, which is based on explicit lists of authorized users for each host system. Our goal is to make this new default configuration use the scalable mechanism described above so that as the user's requirements become more complicated (by adding more host systems or collaborations with new communities), the configuration changes required are not dramatic departures from the default configuration. 

To ease deployment, we will evaluate and leverage relevant tools, such as MyProxy Online CA, MyProxy Logon, and caBIG installer. We will also explore simpler deployment options such as self-signed certificates that may alleviate the need for CA certificates in test deployments. 

3.3.2 Data 

Goals for data this year (in accordance with the CDIGS charter) include improving usability and enhancing performance and functionality. The items discussed below have been identified as important areas in this effort. 

Easier Firewall Traversal for GridFTP 

Firewalls pose a problem for data channel establishment in two-channel FTP-based protocols such as GridFTP. Common firewall configurations allow outbound connection requests but block all incoming connection requests. In other words, firewalls often block the path to a listener, thus making it impossible for the listening side of the FTP data channel to be properly contacted. Solutions such as opening a range of ports have been proposed but not embraced by security-conscious system administrators. We propose extensions to the GridFTP protocol that allow for both sides of the data channel connection to be the connecting side. This is known as “simultaneous connection” in TCP and “rendezvous” in UDT. If both sides know the final destination, we can establish a connection without having to designate one side as passive. This allows us to traverse common firewall configurations and some NAT configurations. As part of this work we will introduce commands that allow for a full connection map to be negotiated by both sides of the transfer. This final connection map can also be used as a request to the connection broker (a service deployed in conjunction with the firewall that allows applications to request paths to local ports be allowed through the firewall) on both ends of a transfer, if such a service is available. 

This feature will benefit GridFTP users who use firewalls, including many of our collaborators in the Earth System Grid, Open Science Grid, and TeraGrid and in the fusion and the high-energy physics communities. 

Easier UDT Configuration for GridFTP 

In order to address the limitations of TCP in the high-bandwidth high-delay network links, GridFTP has been enhanced to use UDT as an alternate transport protocol. Currently, those using UDT as the transport protocol for GridFTP need to obtain the two software packages separately and install them. We plan to package UDT along with the Globus Toolkit to make the deployment easier. This work will be carried out with Bob Grossman and his team at UIC. 
The ATLAS project and the Australian Synchrotron project are planning to use GridFTP over UDT, and this configuration will be helpful for them. 

Improved GridFTP Troubleshooting and Diagnosis 

We will improve troubleshooting and diagnosis so that users and administration have a better understanding of why certain failures occurred. We plan to improve error reporting and logging this year. LEAD team at Indiana and some other users have requested for better error reporting under some situations. We plan to work closely with LEAD and other user communities to identify the error messages that need to improved and address those. 

TeraGrid has also requested for several enhancements to the logging capability in GridFTP. We will work closely with TeraGrid to identify their requirements and address those. 

Explore Alternative GridFTP Transport Mechanisms for Performance Enhancement 

We plan to take advantage of emerging transport mechanisms such as Phoebus, which is being used in the Internet2 community. Phoebus maximizes network performance by splitting the network path into distinct segments. It minimizes the impact of packet loss and latency by leveraging the best performance attributes of each network segment. It also allows applications to use dynamic circuit networks with no modification by being transparently authenticated and redirected to the circuit network via a Phoebus service node. Martin Swany, assistant professor at the University of Delaware and Internet2 faculty fellow, has requested this integration of GridFTP and Phoebus, which will enable GridFTP to take advantage of the advanced optical networks like Internet2. We plan to actively collaborate with Prof. Swany and enable GridFTP to use Phoebus as an alternative transport mechanism. 

Pluggable RLS Backend 

Relational databases provide good performance and scalability as the backend technology for a data location service such as RLS for many deployments. In certain cases, however, the mechanism for storing name mappings may be optimized to provide higher performance. LIGO researchers have specifically asked for a pluggable backend for RLS so that they can use a specialized hashing technique that works particularly well for their application’s naming scheme.

Integration of DRS 

Users such as the LIGO team require scalable data services to manage the replication of large amounts of data between collaborating institutions. Based on LIGO’s Lightweight Data Replicator, the Globus team created the Data Replication Service, completed in 2005. The initial release of the DRS demonstrates functionality important to applications. However, we have not completed the requirements analysis, testing, and necessary enhancements to make DRS suitable for production environments like LIGO. The LIGO team has expressed strong interest in integrating DRS into the next generation of their data architecture if its performance and reliability meet their needs. We will collect performance requirements necessary to support LIGO, identify performance bottlenecks in Globus services, and enhance the DRS to support the requirements of high-performance data Grids. 

Replica Validation 

LIGO has repeatedly expressed interest in replica validation and consistency checking, and many other users have expressed a desire for similar functionality. Currently, DRS supports on-demand replication of data files between sites; once data has been replicated, there is no guarantee that replica consistency will be maintained. The DRS operates in an open environment where other systems may access and modify data that it places. Users need the ability to validate replicated data files and identify files that do not meet a specified equivalence criterion. We will design and implement functionality for validation of replicas. 

3.3.3 Execution

Key goals for the execution area this year include ensuring the reliability and robustness of GRAM services deployed on TeraGrid, helping the Open Science Grid transition from GRAM2 to GRAM4, and supporting TeraGrid’s construction of co-scheduling capabilities by delivering a Globus-based Advanced Reservation Service. 

GRAM Performance and Reliability 

The Open Science Grid’s testbed activity demonstrated that when submitting a GRAM4 job every second, after approximately 25 minutes, the 4.0.5 GRAM4 service fails to process new jobs or previously submitted jobs. The GRAM team profiled these scenarios and found unexplained delays in the container and container security code. The GT Core team has done further profiling and may have identified the problem. Once the GT core team has concluded this analysis and implemented improvements, the GRAM team will do additional profiling and testing and make any necessary enhancements in order to ensure that GRAM’s reliability and performance satisfy the requirements of both OSG and TeraGrid. We believe that this work will also benefit the LEAD TeraGrid science gateway, which makes extensive use of GRAM4. 

Open Science Grid’s Adoption of GRAM4 

In support of OSG’s initiative to adopt GRAM4, we will work with OSG administrators and infrastructure teams to transition from maintaining GRAM2 to GRAM4 services. Our goal is to meet (and, we hope, exceed) OSG’s performance and reliability requirements for GRAM4. In addition, we will support OSG in troubleshooting problems with GRAM4. Concurrently, we will work with OSG users and VOs to transition from interfacing with GRAM2 to GRAM4 services. 

GRAM Services on TeraGrid 

To improve the reliability of GRAM on the TeraGrid, we will run tests on TeraGrid’s hosts to analyze problems and will provide timely patches for critical issues. In addition, we will attend telecons to answer question and guide testing and will provide documentation for optimal service account and environment configuration.

 GT-based Advance Reservation Service (GARS) for TeraGrid 

The GARS team has been working with TeraGrid’s scheduling working group to gather requirements for advance reservation services. TeraGrid is evaluating co-scheduling solutions, including GARS with GUR. At SC07, an alpha version of GARS was demonstrated. Many improvements are still needed before GARS can be made available for wider use on TeraGrid. We will work with TeraGrid in 2008 so that the GARS service will meet their needs for advance reservation and can be integrated with TeraGrid’s co-scheduling software. MPIg is an application that requires co-scheduling and has used GUR in the past. The “Human Arterial Tree Realtime Visualization” is an MPIg application that was demonstrated at SC07. 

Additional GRAM Activities 

In addition to the above activities, CDIGS will carry out the following activities in response to specific user needs: improve testing infrastructure for GRAM Local Resource Manager modules, update GRAM documentation to help users avoid common pitfalls, improve users’ ability to diagnose installation and execution problems, improve GramJob API notification interface for TeraGrid’s science gateways, and support the new security attribute-based authorization mechanism. 

3.3.4 Service Hosting 

The CDIGS team believes that service-oriented architecture will be a key element in future computational science and scientific collaboration. The “service hosting” portion of our technology roadmap focuses on the need for robust, high-performance hosting environments for the services that will be the “bread and butter” of service-oriented science. In addition to Web service containers (the Globus Toolkit provides a Java and a C container, and others are available within the Globus community for Python, Perl, and .NET), we envision additional tools for service hosting, management, and provisioning. A key goal for this year will be identifying a list of specific science communities that are ready to engage in service-oriented science, gathering their requirements, and developing a plan for addressing their initial needs.

Gathering and Developing Service-Oriented Architecture Requirements 

Several Globus community members in high energy physics, biology, and experimental sciences have expressed interest in capabilities that involve the creation, use, and deployment of Grid services for enabling science. One Globus incubator project (RAVI) is devoted to this task. This goal is to focus on surveying the larger Globus community, defining the target communities, and identifying requirements, not just from a technology perspective, but also from a deployment, management, and resource perspective. These requirements will be used to develop an architecture that will direct the development of solutions for the community. One of the primary means to facilitate this will be tiger teams. The first of these tiger teams is already under way. WHICH ONE? 

Java WS Core Performance Improvements 

We plan to profile the Java WS Core code base, specifically the stand-alone container and the dispatch code, to identify and analyze performance issues in the code. Based on preliminary testing with GRAM, we determined that single-client access to the container had limits of around 150 concurrent submissions on a two-processor (TeraGrid) machine. Preliminary profiling of the container by the GRAM team indicated that there was a significant delay in the container code. Further investigation will focus on profiling similar access patterns, establishing baseline numbers, and improving the code. This work is of particular interest to OSG VO communities CMS and LIGO, LEAD, and WS GRAM user communities.

Java WS Core Metrics Reporting 

The current usage statistics reporting provides basic information about the container uptime and deployed services. We plan to improve the reporting to be periodic and include information about requests to the container, for example, the number of invocations, active services, and operations invoked using operation providers. Statistics about operation providers will enable MDS services to report about their usage in better detail. We plan to collect requirements from the community on the information that would be useful to report and, in collaboration with the Metrics project, analyze the reported information. This work will especially benefit MDS/WS-GRAM users, caBIG, CDIGS metrics reporting, and TeraGrid.

Third-Party Dependencies 

An ongoing goal is to keep the code base up to date with recent third-party releases. This allows for absorbing bug fixes in the third-party software and is critical when security fixes are applied to libraries. Further, services written on Java WS Core use the same libraries shipped with the toolkit, and regular updates allow service developers to leverage latest API. New versions of library need to be tracked and changes evaluated to determine whetehr an update is necessary. 

Best Practices for Web Service Containers 

Numerous application groups use Web services in their production environment. Based on Open Science Grid testing of GRAM, we have identified limitations in the scalability of the container. While some of this will be addressed as part of the performance and profiling tasks, we plan to test the container performance across various parameters (i.e., thread pool configuration, memory, database pooling, and request limits across multiple hosting environments) to develop a best practices guide for various deployment scenarios. In addition, we plan to explore options for timeout handling on the client side, in order to provide some recommendations. This work will necessitate a survey of usage patterns in the user community, with a focus on GRAM and MDS production installations, to understand the typical scenarios and develop recommendations. In addition to OSG, this effort will benefit TeraGrid.

3.3.5 Monitoring and Discovery

Service-oriented architectures require the ability to monitor the status of services and resources and to discover them as they become available. Key goals this year for this area include supporting TeraGrid’s fledgling information services activity (heavily based on Globus MDS), improving performance and scalability to meet the requirements of TeraGrid and other potential users, and encouraging community development of customized extensions to MDS that broaden MDS’s applicability.

Scalability of the Index Service 

Currently, the Index Service keeps all its data in a memory-based XPath database that does not perform any indexing (i.e., for a “non-rooted” search, the database engine must examine every node in the XML document). The TeraGrid has already been affected by the size limitations of the current implementation. The initial design of the MDS-based User Portal interface used a central Index Service to aggregate all the user job data. During peak usage times, queries to this central Index Service would sometimes fail because of data size. The TeraGrid was able to work around this (by keeping a central registry of the locations of the Index Servers containing job data, but not aggregating the data itself); however, new applications are likely to be similarly affected. We plan to modify the Index Service to enable the use of a backend database that addresses these scalability issues. 

Testing Infrastructure for Information Providers 

MDS information providers are used by MDS services to gather information. 

With regard to testing information providers, we have three related problems: information providers seem to generate lots of bug reports; it can be difficult to diagnose and fix bugs with information providers remotely; and testing of information providers can be difficult. 

In general, the way information providers work is that they gather information and then process and reformat it. We will define and implement a standard way in which an information provider can be configured to run in three different modes: 

· Normal mode, in which they do what they do today. 

· Debug mode, in which they do what they do today, but also save data they’ve collected in some standard place. 

· Test mode, in which they skip the “gathering data” step and instead read the data from files created when they were run in debug mode. 

Currently, we usually go through several iterations of having the user run the provider by hand (which can be problematic, since it doesn’t necessarily get the same environment that it does when it is run by the container), then running some command that is run by the provider, and then making changes and sending them off to the user to test. With this modification, a user will be able to change the MDS configuration to have the provider run in debug mode and send us the output files; we will then run the provider in test mode (and test any bug fixes ourselves before sending them to the user for final tests). Similarly, it will be easier for us to create more test cases for our unit tests (e.g., instead of having Ganglia deployed with six different configurations, we will be able to use saved files that mimic those deployments). We will still need end-to-end tests, but this new approach will help both with diagnosing and with (through expanded unit testing) reducing the number of bugs that users encounter. 

Community Development and Distribution of Extensions to MDS 

MDS has a number of interfaces that can be used to extend its functionality (e.g., to provide additional types of data to the Index and Trigger services, to create new transforms for use by WebMDS, and to create new actions that can be executed by the Trigger Service) and a growing community of people developing components that implement these interfaces. For example, one MDS user has written a package called MIP, which (from the MDS perspective) is an MDS information provider that can be used to simplify the process of writing GLUE schema 1.2 providers. TeraGrid has developed many customized information providers. 

We will provide documentation so that users can learn about third-party extensions to MDS. This will avoid duplication of effort when different groups have similar needs. 

Assessment of the Demand for the Archive Service 

In 2007, we completed an initial implementation of an Archive Service. We will review the Archive Service concept with likely users and assess the usefulness. If the results justify it, we will make the Archive Service a production-quality product. 

3.3.6 Troubleshooting and Diagnostics 

As part of the ongoing CDIGS effort to make Globus software more robust, as well as easier to use and deploy, one important area in which we are going to invest effort  next year is error reporting and troubleshooting. One of the key advantages of the Globus overall architecture is its modular, layered approach to software development. This means that different products and components can often be replaced to meet the programmatic requirements of the Globus user and developer community. Unfortunately, this structure also introduces problems for error propagation between differing components, with the result that error messages received by the user or system administrator are sometimes ambiguous or not sufficiently explanatory.

To address this problem, we plan to launch one or more tiger teams next year that will combine industry standard approaches together with the needs of the Globus community to define a set of best practices for error propagation and reporting. Specifically, these practices will be designed to report and identify errors that will enable users and system administrators to solve most of the problems they receive, on the spot, without the need for Globus experts to be involved. 

Once these practices are defined and agreed upon, they will be set up as mandatory requirements for CDIGS-supported developers to adopt in the projects they are involved in. The larger community will be encouraged to adopt these practices as well. 

4 Summary of 2008 Milestones 

This section summarizes the milestones expressed in the preceding section (“CDIGS Project Plan for 2008”).

December 2007

2007 annual report submitted with 2008 project plan included

January 2008

New training materials roadmap available

Service-oriented science requirements summary document completed
Easier UDT Configuration for GridFTP

February 2008

Service-oriented science plan ready for community review

All items in CDIGS Project Plan tracked in JIRA

TeraGrid’s requested GridFTP logging improvements available for TG use

GARS implementation available for TeraGrid use

CDIGS software development process documentation available
Expanded GridFTP usage reporting available to TG and OSG

March 2008

GT 4.2 release (includes prerelease testing with TeraGrid, OSG and release documentation)

Improved efficiency in generating usage reports

Results of first community review of CDIGS project plan available
WS Container “Best practices” Document available
Known issue with GRAM4 robustness (1 job/s, 20 min crash) resolved

April 2008

External Advisory Committee meeting

May 2008

GlobusWorld 2008

“Best practices” guide for error reporting and propagation completed and available to CDIGS team (May 2008)

External Advisory Committee meeting results published
Improved test infrastructure for MDS4 information providers
June 2008

GT 4.2.1 Release (includes prerelease testing with TeraGrid, OSG and release documentation)

User Perspectives final report
Pluggable RLS backend
“Best practices” guide for MDS4 information provider developers available

July 2008

Uptime data provided by all GT services
Scalable Authentication and Authorization Framework (SAAF) design and user scenarios description completed
August 2008

External evaluation and training for CDIGS project management & processes completed
Proof-of-concept of GridFTP running over Phoebus

September 2008

GT 4.2.2 Release  (includes pre-release testing with TeraGrid, OSG and release documentation)

Community review of draft CDIGS 2009 project plan begins
Index Service’s data size limitation resolved to TG’s satisfaction

October 2008
Easier Firewall Traversal for GridFTP
November 2008
Replica validation capability available
New Default Security Configuration (based on SAAF) available in stable GT release and dramatically simpler than grid-mapfile

Sustainable Funding analysis plans published
December 2008

CDIGS 2008 annual report submitted, including CDIGS 2009 project plan
Results of Archive Service review with potential users documented

Appendices 

The complete set of monthly reports is available online at 

http://wiki.mcs.anl.gov/CDIGS/index.php/MonthlyReports 

Metrics reports are available online at 
http://incubator.globus.org/metrics/ 

User Advocacy quarterly reports are available online at
http://wiki.mcs.anl.gov/CDIGS/index.php/User_Advocacy.

[image: image5.png]THE UNIVERSITY OF




[image: image6.png]National Science Foundation

Cyberinfrastructure



