CDIGS Management Report
March 15 – May 14, 2007
1. Key Accomplishments:

Completed Core Spec Upgrade Analysis

http://dev.globus.org/wiki/Java_WS_Core/SpecificationUpgrade 
· Completed a preliminary analysis of for supporting final draft of WSRF/WSN specifications in Java WS Core

· Performed a preliminary analysis of the implications of upgrading to Axis 2

· Solicited community input from the GT user community via email, and also a conference call on May 15. Obtained responses from a broad range of users communities including Intel, CaBiG, GPE (Grid Programming Environment), OGSA-DAI, Grid Computing Lab (India), Univa, the German TextGrid, TeraGrid. The consensus on the call and emails was largely as follows: 

· The final spec upgrade would be helpful, largely because of the WS-Addressing component, and also for grid interoperability, especially since UNICORE supports this.

· A GT Roadmap is needed that will provide both a timeline with proposed spec upgrades, and dates for deprecations.

· There was minimal support for trying to maintain the dual-universe model for backward compatibility. Developers would not likely be willing to write code to support this. The ability to run multiple containers with different specs is sufficient. Major releases should make the important spec upgrades with no backward compatibility. It was noted that the Globus model is to support two major releases at any given time.

· The need for Axis 2/Muse is intriguing and should be investigated, but the concerns that it is not ready yet for prime time are important. Globus will evaluate further.

· Additional specs to be considered on a case by case basis. It was noted that there are no hard and fast rules as to when to upgrade, but at some point, important specs seem to gather a critical mass of adopters.

Released Globus Toolkit 4.1.1 Development release March 26
http://www.globus.org/toolkit/downloads/development/
Development releases are now occurring on a regular schedule. 4.1.2 is targeted for last week of May.
Continued work on all GT components in preparation for the GT 4.0.5 feature merge (release targeted for week of June 11)
Key merge point for VDT and TeraGrid users.  Places community-driven features like GRAM auditing out in a directly supported release. (Point releases planned every 3 months.)
GT 4.1.2 Targeted for week of July 9 (every 6-8 weeks)
Development releases every 6-8 weeks.

GT 4.2 Targeted for week of Aug 13

To include the WS-A, WS-RF final spec upgrade. Future upgrades such as Axis-2 are currently under evaluation. If Axis-2 receives a go from the community, the release date may be pushed in order to port the Axis-2 updates that break backward compatibility into the code, and avoid compatibility updates in two releases in a row. 
Started upgrading the logging capabilities across the entire GT Toolkit. (*4)

Focus is on meeting the requirements of CEDPS best practices guide in order to provide a uniform interface across the Globus toolkit for troubleshooting and log analysis. (http://bugzilla.mcs.anl.gov/globus/show_bug.cgi?id=5228)
MDS4
Completed TG User portal migration work (initial implementation) (*1, 2, 3) http://bugzilla.globus.org/globus/show_bug.cgi?id=5057 Developed new information providers in support of the TeraGrid transitioning from home grown scripts to using MDS4 to supply all of the data for the TG Portal. This is completed and deployed across the TG RP sites.
WS GRAM performance and reliability testing with OSG on the VTB
Weekly telecons and a wiki have been set up to coordinate the work for WS GRAM validation testing on OSG’s VTB. https://twiki.grid.iu.edu/twiki/bin/view/Integration/WSGramValidation
This team continues to provide value toward identifying issues with WS GRAM on the VTB clusters. We are working toward finding reliable throttling levels using condor-g and at the same time pinpointing the key bottlenecks in the WS GRAM service code in order to further improve performance.  As improvements are made we will test them on the VTB in order to quantify the improvement.
Produced an initial overview document with goals & design possibilities for GRAM JSDL.
GridFTP feature updates:
· Ongoing GFork infrastructure upgrade, Lots of Small File optimizations. (*4) 

· Added support for and documentation on how to configure GridFTP to run on top of UDT between servers.
· Added documentation on how to configure GridFTP over SSH

· Updated the documentation on how to do threaded builds of GridFTP and its associated components

· Updated the documentation to describe scenarios for GridFTP access through firewalls.

RLS
· Completed the first version of a new client, globus_rls_client_java, which provides a Java-only client interface for the RLS. (The original RLS client is primarily a C-based client, which we will continue to support and enhance.) The Java client is a long-standing roadmap item that is needed for several of our application communities, including ESG and the Pegasus team that runs workflows for LIGO, SCEC and many other projects. The native Java client will overcome existing difficulties that occur with the existing client that relied on the Java Native Interface (JNI) to create a Java "wrapper" around the C client. These problems include: the old client did not run on 64-bit platforms; a crash in the underlying C RLS client could bring down a Java user's entire application; it was difficult for our users to debug problems that originated in the C libraries from a Java application; the old client required a large amount of installation overhead due to dependence on the C libraries of Globus (security, I/O, common, and RLS); it was difficult for other tools (such as Pegasus) that use RLS to distribute the JNI client along with their package. The new Java client is backward compatible with the original client and therefore will work with our users' existing software immediately.

· Development of a test suite for the Java client: Along with the new client, a new unit test suite was developed so that automated testing may help to ensure the quality of the package. The unit test suite includes over 50 tests, many of which include sub-tests that cover the primary usage scenarios anticipated for the client. Currently, we are working with the Pegasus team to test the new client in a realistic user environment.

Security:

· Two security bug fixes with advisories were successfully passed through the security committee process 
A “GSI-OpenSSH vulnerability” and a “Nexus vulnerability” were reported, the sensitive code identified, solutions were discussed and bug fixes were provided through the established security committee process.
a. Globus Security Advisory 2007-02: GSI-OpenSSH vulnerability
http://www-unix.globus.org/mail_archive/security-announce/2007/04/msg00000.html
A signal handler race condition in OpenSSH versions prior to 4.4 allows remote attackers to cause a denial of service (crash) and possibly execute arbitrary code. Additionally, sshd in OpenSSH versions prior to 4.4, when using the version 1 SSH protocol, allows remote attackers to cause a denial of service (CPU consumption) via an SSH packet that contains duplicate blocks, which is not properly handled by the CRC compensation attack detector.
GSI-OpenSSH 3.9, based on OpenSSH 4.5p1, is available for download.

b. Globus Security Advisory 2007-03: Nexus vulnerability
A vulnerability in the globus-job-manager was discovered.  As far as we know, root privileges can not be obtained, but the system  (typically the head node of a cluster) running the globus-job-manager can be caused to crash resulting in a denial of service (DoS).  If many globus-job-managers are attacked at once on the same system, all available physical and swap memory can be consumed, causing the kernel OOM to start killing off everything including init, and eventually causing a kernel panic which halts the system.
Nexus has been modified to use GSI with with self authorization on Nexus TCP sockets by default. This will secure access to the ports opened by the job manager to only the user that submitted the job. In addition, we've provided a job manager configuration option to optionally disable the Nexus ports. Administrators can add -duct disable to the job manager configuration file to disable the vulnerable TCP ports.
· Guiding and leading OSG&EGEE in authZ query interface design and implementation effort
Providing a standardized implementation of an attribute-based authZ query interface is a high priority for both OSG and EGEE, and we are leading their design and implementation effort.
· Started work on Java WS Core tutorial using Introduce

Workspaces:

Worked with the EGEE project on understanding their requirements of the GRAM service and helping them define a testbed for that technology. 

Dynamic Accounts:

Worked with the interested TeraGrid users to understand their requirements, compare them with the features already available in the dynamic accounts service and define new features that needed to be developed for this project, how they were to be implemented as well as requesting the resources to do this. Developed campaigns and the Globus team began the improvements necessary to enable this capability on TeraGrid. Deployment on TG would represent a second significant deployment of the Globus Dynamic Accounts service (after EGEE) and would simplify the development of the visualization gateway. 

Metrics
· Expanded usage reporting to cover the C WS Core component.

· Continued working with DRS, MPIG, MDS, and C WS Core teams on clarifying documentation, processes, and especially testing expectations for changes to the Globus usage data listener service. (To get new kinds of usage reports into the system and new analysis reports run as part of the monthly analysis runs.)
· Obtained approval from the GMC for two Globus Privacy Statements and published them on Globus websites. These statements for the first time provide users of Globus online services (websites, email lists, Bugzilla, etc.) and Globus software with "official" information about personal data collected as a result of this use and how it is used within the Globus community.
http://dev.globus.org/wiki/Privacy_Policy_Drafts 

· Assessed the work needed to improve documentation, test code, and associated processes for adding support for new usage reporters to the listener service and began conducting that work. This is important because it encourages software developers who are using the Metrics code to also use the Globus community listener service rather than deploying and using their own listener service. This, in turn, is important for giving the Globus community access to the largest pool of usage data for use in justifying and promoting investment in Globus code.
2. Technology, process, and performance improvements  

Core Common Utils
Security (Java WS Core):
· Bug 5270
While testing the Nexus solution, a deadlock bug was found and fixed in GSSAPI when built with threads.  Additional details about this bug can be read here:
http://bugzilla.globus.org/bugzilla/show_bug.cgi?id=5279
· Bug 4819 
Resolved “grid-cert-request -help returns error”
http://bugzilla.globus.org/bugzilla/show_bug.cgi?id=4819
· Plan to Evaluate caGrid’s C-to-Java implementation for GridFTP.
This functionality could make it easier to keep GT4’s C-code on par with the Java code as far as the security features are concerned..
GridFTP:

Fixed bug 5192 - ‘usage_stats_target’ option (which is used to specify the target for sending the usage statistics data) was not working. 
dev.Globus infrastructure
· Discussed infrastructure for new projects, and are currently updating requirements to allow projects to be part of dev.globus while maintaining their independence as needed

· Updated review and escalation requirements online

· Sample review http://dev.globus.org/wiki/Incubator/Incubator_Process/Review-2 

· Sample escalation http://dev.globus.org/wiki/Incubator/Incubator_Process/Escalation_review
MDS4
· Updates for 4.0.5 release (*1, 2, 4, 5) http://bugzilla.globus.org/globus/show_bug.cgi?id=5099 

· WebMDS changes including adding on/off controls for the new features are completed, although there may be some additional quick changes to WebMDS if java core for 4.0.5 includes targetedxpath support. Trigger service changes have been checked in by M. D'Arcy.

· Ongoing Assist TeraGrid in use of MDS4 (*1, *3, *5) http://bugzilla.globus.org/globus/show_bug.cgi?id=5168
· Ongoing support work for TG deployment of MDS as information source for portal (*1, 3, 5) TG sites have deployed several secure MDS Index servers (because the job information used by the portal is not public data) and set up Inca to monitor them.  As of March 5, they were all passing their Inca tests (http://sapa.sdsc.edu:8080/inca/xslt.jsp?xsl=gig.xsl&resourceID=repo&suiteName=gig) which means that the servers are up and running and returning some of the data they're expected to, but doesn't necessarily mean that all the data they're reporting is correct.
· http://bugzilla.globus.org/globus/show_bug.cgi?id=5057
· Completed work developing information providers specific to PSC machines and Purdue resources for TG portal (*1, *3)

· http://bugzilla.globus.org/globus/show_bug.cgi?id=5058
· http://bugzilla.globus.org/globus/show_bug.cgi?id=5086
2b Total number of bugs fixed: 46
3. Specialized Community Support not mentioned above including meetings (e.g. requirement interviews, planning meetings). 

On-site visit to PSC April 18-19 (*3)
· Included a Globus presentation & discussion: “Globus Trends & Future Directions” Dan Fraser, Raj Kettimuthu, April 19, 2007.

· Extensive discussions involving GridFTP questions and issues with the TeraGrid Data Team headed by J. Ray Scott. Testing showed that one big performance issue is the file systems. Future work is needed to tune GridFTP to different parallel file systems. Discussed numerous other issues. They plan to be a test bed for the development release of GridFTP 4.1.2. Also met with Director Ralph Roskies.
· Met with the data team concerning a future Incubator project involving real-time GridFTP file transfers.
On-site visit to TIGRE at Texas Tech University April 26-27.
· Included a Globus presentation & discussion: “Globus Trends & Future Directions” Dan Fraser, Rachana Anathakrishnan, April 26, 2007.
· Extensive discussions concerning the use of and requirements for all aspects of Globus technology with the TIGRE team.  Noted the requirement for Advanced Reservations & meta scheduling. Also, discussed the requirements for security and the need for management beyond “gridmap” files. Met with users and discussed collaborations on weather & petroleum with researchers at TTU.
ESG security work: ongoing discussion about the overall security design and architecture. There is now overall agreement with the approach as suggested by the Globus security architects.

MDS4 Team has loosely coordinated interactions with ESG on a regular basis to define any upcoming trigger service work. Current campaigns reflect these conversations. (*1, 4)

MDS4 Team is in ongoing email discussions with DGrid (Germany) about incorporating some of their MDS add-ons to either the MDS source tree or making them available as incubator projects (*1)

OSG

· Provided support for OSG ITB 0.6.x GRAM testing

· Worked with CSE-ONLINE Gateway in using OSG compute resources

· Participated in the OSG Executive Board at meeting on 4/28 
TeraGrid
· Developed a script as a work around for bug 4049 - If any one of the configured data mover nodes went down, the entire striped server went down. This was in direct support of issues with LEAD. 
· Began participation in a new TG RAT for monitoring and instrumentation. (*3)
· Worked with the LEAD Gateway developers and admin to use CoG and WS GRAM on Indiana’s latest TG compute resource Big Ben.  Resolved a number of problems.  LEAD is using CoG and WS GRAM in their 2007 spring weather forecast challenge.

· Worked with GridWay to get access to TG’s Globus services in prep for a TG07 demo. 
· Met with Sue Kientz of Computational Infrastructure for Geodynamics (CIG) to answer questions on GRAM Auditing capabilities to help with MRAC proposal
· MDS4 Team in ongoing discussions with TeraGrid about deployment in support of portals, completed (*1, 3)

· MDS4 Team in additional discussion with TeraGrid about ways to gather basic resource information, similar to patch we gave them over a year ago which was never deployed, as users are now requesting this data. Forward plan still being defined, although there is a worry that we won’t have the manpower to help as much as we’d like to do this in a
· Worked with the LEAD Gateway developers and admin to use CoG and WS GRAM on Indiana’s latest TG compute resource Big Ben.  Resolved a number of problems.  LEAD is using CoG and WS GRAM in their 2007 spring weather forecast challenge.

· Worked with JP Navarro (TG GIG) to make plans for a new GlobDev LRM Adapter Project. This project will be responsible for the development and support of the local Resource Manager Adapter interfaces.  This will make it possible to support a larger set of adapters that are important to TG, OSG, as well as other Grids.
Updated Apache Commons library based on request from caBig

Exchanged email with Kevin Flasch of LIGO regarding the features they requested and the urgency of the request. We indicated that we will implement the features after the Java client is complete. They indicated that the features are not needed immediately, but would like them as soon as possible. 

Helped the Garuda Grid team to overcome some of the obstacles that they had with GridFTP transfers in the presence of firewalls.

4. Incubator Projects

Quarterly review March 23 for all projects, discussed every project in depth, and all have been contacted in email with their status. Information on reviews is also posted online in the project bugzilla reports http://snipurl.com/tf6d .

· Incubator project OGRO's initial import into CVS
The first import of OGRO's source code into the Incubator's CVS was committed, with a successful connection to the OCSP server after a built from the incubator’s CVS.
5: Outreach through Scholarly works, standardization efforts, conferences & workshops:
--Presentations and tutorials given
· OGF Meeting: http://dev.globus.org/wiki/Outreach/OGF20
· This included a 90 minute Globus session, with the talk “Globus and Community”, Jennifer M. Schopf, May 8. 2007

· Several meetings were held with end users, including work with OMII-EU, DGrid, and general questions from the community

· “A Best Practices Guide for Grid Log Guide for Grid Log Messages”, Jennifer M. Schopf, OGF Logging Session, May 9, 2007.

· "SAML-2-XACML-2 AuthZ Query Interface, Obligations, ObligationId-Handlers, AuthZ&Validation, Standardizing Attributes ", Frank Siebenlist, OGF20 @ Manchester, UK, OGSA-AuthZ-WG, Monday, May 7, 2007
--Papers and abstracts submitted to meetings and conferences
· As Workshop Chair for the HPDC 2007 Conference (Chervenak), have worked extensively with organizers of seven workshops that will be held in conjunction with HPDC to highlight various aspects of high performance and Grid computing, including provenance, scientific workflows, large applications, etc. 

· Member of the Program committee for Grid2007 Conference (Chervenak, von Laszewski)

· “Data Transfers in the Grid: Workload Analysis of Globus’ GridFTP”, Prieto, Kourtellis, Zarrate, Iamnitchi, Fraser, submitted to HPDC ’07. 

· “Harnessing Multicore Processors for High Speed Secure Transfer” Kettimuthu, Bresnahan, submitted to the IEEE Infocom workshop on High Speed Networks got accepted.
· “LEGS: A WSRF Service to Estimate Latency Between Arbitrary Hosts on the Internet” Kettimuthu, Bresnahan, was accepted for publication in the International Conference on Parallel and Distributed Processing Techniques and Applications.
· Tutorial accepted on GridFTP configuration and deployment at the International Conference on High-Performance Clustered Computing.
· Submitted paper on data placement using the Data Replication Service to the Grid 2007 Conference, Chervenak (this work is partially funded by SciDAC CEDPS)

· Member of the Program committee for Grid2007 Conference

· Acceptance of  full day tutorial at TG2007, June 4, 2007, half day overview of Globus in depth, half day hands on similar to OSG work

· Acceptance of full ay tutorial Great Plains Network Annual Meeting, June 2, 2007, half day overview of Globus in depth, half day hands on similar to OSG work

· Acceptance of Globus BOF at TG 2007, June 5, 2007

· Submitted proposal for full day tutorial for SC 2007, Reno, Nevada, half day overview of Globus in depth, half day hands on similar to OSG work

· Proposed half-day SOS tutorial for SC 2007, looking at building Service oriented Science applications using Introduce

· Proposed half-day SOS tutorial for SC 2007, Configuring and Deploying GridFTP for Managing Data Movement in a Grid/HPC Environment

· Participated in Program Committee meetings for International Summer School in Grid Computing, where a talk on GT and a beginners and advanced tutorial on using GT is planned, in addition to a tutorial and talk on Grid Security. This will be an ongoing activity targeted for the school during July 3rd week

--Meetings Attended:

· OGSA F2F meeting, Redwood City, CA, Mar 14-16, 2007

· OGF20, Manchester, UK, May 7-11, 2007

· 6th Annual PKI R&D Workshop, Gaithersburg, MD, Apr 16-19, 2007
6: Additional Outreach activities or meetings.
Many outreach events (suggested, proposed, planned) can be found in Bugzilla http://snipurl.com/1kpdl 

· Preparation for Globus Committers Meeting, ANL, May 22-23, http://dev.globus.org/wiki/Meetings/AllHandsMeetingMay2007 

· Preparation for full day tutorial at TG2007, June 4, 2007, half day overview of Globus in depth, and other contributions at TG2007 http://dev.globus.org/wiki/Outreach/TG2007 

· Preparation for full ay tutorial Great Plains Network Annual Meeting, June 2, 2007, half day overview of Globus in depth, half day hands on similar to OSG work, http://dev.globus.org/wiki/Outreach/GPN2007 

· Confirmed arrangements for full day tutorial at GridKA, Sept 12, Karlsruhe, Germany

· Attendance at Internet2 meeting, Arlington, VA, April 23-24.

· Proposed tutorial at PPAM 2007, Poznan Poland Sept 9-12
· Submitted a proposal for a half-day workshop at Virtual Observatories in Geosciences 2007 (VOiG) http://www.egy.org/VOiG, Denver Colorado, June 12-15, 2007
Discussions with several groups about possible Incubator projects, including InstantGrid (DGrid), GoogleMaps for MDS (DGrid), Gemleca (U. Westminster), Swift (U. Chicago), Portal Tools (U Greece)
7. Documentation & Web site related work

· http://www.gridftp.org updates.

· Began work for Outreach wiki http://dev.globus.org/wiki/Outreach
· Building 4.2 draft documentation and working on an updated organization of docs (to be presented at committers meeting)

· Working on a single downloadable html file for 4.0 and 4.2-drafts/ docs (quite a few bugs to work out).

· Setup new password-based WebDAV SVN access for dev.globus.

· Migrated Gavia-MSC/JS, DDM, and Purse to the new infrastructure.
· Added dev.globus facilities for Incubator projects OGRO, LRMA, and HOC-SA.
* In addition to CDIGS, some accomplishments funded in part by:
Above work was in part supported by 

1-NMI: Performance Inside: Performance Monitoring and Diagnosis for NMI Software and Applications, FY05-06, $900,000, Jennifer M. Schopf PI, awarded July 2004.

2-ITR: Image-based Biophysical Modeling: Scalable Registration and Inversion Algorithms and Distributed Computing, FY05-09, $1.2M, PI: Volkan Akcelik, George Biros, Christos Davatzikos, Omar Ghattas, William Gropp, Eldad Haber, David Keyes, Jan Modersitzki, Jennifer Schopf ($275K to UC/ANL, Schopf PI), awarded August 2004.


3- TeraGrid

4- CEDPS: SciDAC Center for Enabling Distributed Petascale Science
