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Tomography

Functional High Performance Software:


TomoMPI (Brian Tieman--APS) – Parallel tomographic reconstruction



Language: C++



Parallelization: MPI



Beam Time Performance Requirement: <10 minutes



Post Beam Time Performance Requirement: Batch 100+ samples/day



Special Requirements: High Data IO Rates






  20+ TB data storage






  Fast data download to users (1 user = >3TB data)






  HDF4/HDF5






  FFTW



Notes: Code is fully operational and robust.



Sector 2 (Fully Operational):




Processor Scaling: ~25 processors (Disk IO dependent)




Input Data Size/Sample: 12GB (typical)




Output Data Size/Sample: 35GB (typical)




Computation Time/Sample: 10 minutes




Sample Rate: 4/hr




Experiment Duty Cycle: 50% beam time



Sector 32 (Commissioning):




Processor Scaling: ~25 processors (Disk IO dependent)




Input Data Size/Sample: 1.5GB (typical)




Output Data Size/Sample: 4.5GB (typical)




Computation Time/Sample: 5 minutes




Sample Rate: 2/hr




Experiment Duty Cycle: 20% beam time



Sector 1 (Development):




Processor Scaling: ~25 processors (Disk IO dependent)




Input Data Size/Sample: 12GB (typical)




Output Data Size/Sample: 35GB (typical)




Computation Time/Sample: 10 minutes




Sample Rate: 1/hr




Experiment Duty Cycle: 5% beam time



Sector 26 (Development):




???--likely to rely on CNM cluster


ParaView (commercial—Kitware) – parallel visualization



Language: C++



Parallelization: MPI



Beam Time Performance Requirement: <10 minutes



Post Beam Time Performance Requirement: <10 minutes



Special Requirements: 3D rendering hardware



Notes: Played with on local cluster without 3D rendering cards.  Unsure of scalability or performance with 3D rendering hardware.

High Performance Software in Development:


MCS 3D CMT Parallel Renderer (Eric Olson, Mike Papka--MCS) – parallel visualization



Language: ??



Parallelization: ??



Beam Time Performance Requirement: <10 minutes



Post Beam Time Performance Requirement: <10 minutes



Special Requirements: 3D rendering hardware



Notes: Seen a few test renderings.


DEJ_Texture (Konstantin Ignatyev—APS Post Doc) – texture segmentation to locate and quantify dentin-enamel junction



Language: IDL



Parallelization: ??



Beam Time Performance Requirement: minutes



Post Beam Time Performance Requirement: minutes



Special Requirements: 



Notes: Prototype in development using IDL.  2D case is working well, 3D case still needs development.  Parallelization has not yet begun.


Local Tomography (Xianghui Xiao—APS Post Doc) -- reconstruction code to solve local tomography problem



Language: Matlab for preprocessing and TomoMPI for reconstruction




Parallelization: Matlab??/TomoMPI is C++



Beam Time Performance Requirement: minutes



Post Beam Time Performance Requirement: minutes



Special Requirements: 



Notes: Prototype code developed.  Mostly small chunks of code that are not linked in an automated work flow.



Sector 2 (??):




Processor Scaling: ??




Input Data Size/Sample: 12GB (typical)




Output Data Size/Sample: 35GB (typical)




Computation Time/Sample: 10 minutes




Sample Rate: 4/hr




Experiment Duty Cycle: ??


Laminography (Xianghui Xiao—APS Post Doc and Daxin Shi—Toshiba Corporation) tomographic technique for flat samples such as electronic microcircuits, fossils, etc...



Language: Matlab (hope to migrate to Python or C)



Parallelization: none yet



Beam Time Performance Requirement: <1 hour



Post Beam Time Performance Requirement: hours



Special Requirements: >1024^3 FFT



Notes: 



Sector 2 (??):




Processor Scaling: ??




Input Data Size/Sample: 12GB (typical)




Output Data Size/Sample: 35GB (typical)




Computation Time/Sample: ??




Sample Rate: 1-5 samples / day




Experiment Duty Cycle: ??

High Performance Software needed:

3D X-Ray Diffraction Microscopy

Functional High Performance Software:


xmdmpi (Robert Suter—CMU) – Forward fitting XDM data



Language: Fortran



Parallelization: MPI



Beam Time Performance Requirement: <1 hour



Post Beam Time Performance Requirement: <1 hour



Special Requirements: 



Notes: One instance of application currently only does one slice of sample.  Complete sample comprises 100+ slices.



Sector 1 (Commissioning):




Processor Scaling: >100 processors (we've performance tested to 20 processors)




Input Data Size/Sample: ~MB (typical)




Output Data Size/Sample: ~MB (typical)




Computation Time/Sample Line: hours




Sample Lines/Sample: 100-300




Sample Rate: hours




Experiment Duty Cycle: 10% beam time

High Performance Software in Development:


Near Field Peak Finder (??) -- Process raw data and find peaks for input into xdmmpi application



Language: C++ likely



Parallelization: MPI likely



Beam Time Performance Requirement: minutes



Post Beam Time Performance Requirement: minutes



Special Requirements: Real-time output due to results needing to be post-processed in xdmmpi before user can validate results.



Notes: If algorithm is robust/trusted enough, may only need to run once during acquisition.




Depending on acquisition rates and application performance, may not need to be parallel if piped appropriately.



Sector 1 (Development):




Processor Scaling: <20 processors anticipated




Input Data Size/Sample: 4kPixel x 4kPixel x 100+ images/sample slice (10GB)







     100+ slices/sample (1TB)




Output Data Size/Sample: ~MB (typical)




Computation Time/Image: seconds




Sample Lines/Sample: 100+




Sample Rate: hours




Experiment Duty Cycle: 10% beam time

High Performance Software Needed:


ImageD11/Fable (Jon Wright – ESRF)



Language: Python



Parallelization: Condor



Beam Time Performance Requirement: minutes



Post Beam Time Performance Requirement: minutes



Special Requirements:



Notes:



Sector 1 (Development):




Processor Scaling: ??




Input Data Size/Hr: 200GB/hr




Output Data Size/Hr: MB




Computation Time: ??




Sample Rate: ??




Experiment Duty Cycle: 15% beam time


GrainSpotter/Fable (Soeren Scmidt – Risoe National Laboratory)



Language: ?C?



Parallelization: ??



Beam Time Performance Requirement: minutes



Post Beam Time Performance Requirement: minutes



Special Requirements:



Notes: Takes input from ImageD11



Sector 1 (Development):




Processor Scaling: ??




Input Data Size/Hr: MB




Output Data Size/Hr: MB




Computation Time: ??




Sample Rate: ??




Experiment Duty Cycle: 15% beam time


“Box Scan” reconstructions (?Soeren? -- Risoe National Laboratory)



Language: ??



Parallelization: ??



Beam Time Performance Requirement: minutes



Post Beam Time Performance Requirement: minutes



Special Requirements: Near Real-Time performance mandatory for evaluation of experimental parameters/configuration.



Notes:

X-Ray Photon Correlation Spectroscopy


xpcsmpi (Brian Tieman—APS) – Multi-Tau time correlations



Language: C++



Parallelization: MPI



Beam Time Performance Requirement: real-time



Post Beam Time Performance Requirement: minutes



Special Requirements: True real-time performance required to support arbitrary length experiments (i.e. Experimenter uses application output to determine end of sample run)



Notes: This experiment would like to run for arbitrary time.  Experimenter determines end of experiment based on output of application (sufficient statistics for correlation functions).  Data needs to stream into application as acquired.  Current acquisition systems are capable of streaming larger volumes of data than can currently be handled by the acquisition machine or transported across network.  There is a 2007 funded LDRD to improve data acquisition throughput.




A robust/trusted application will reduce the need for post beam time reprocessing.



Sector 8 (Commissioning):




Processor Scaling: < 30 typical




Input Data Size/Sample: arbitrary (>30MB/s sustained typical)




Output Data Size/Sample: <GB (typical)




Computation Time/Sample: arbitrary




Sample Rate: arbitrary




Experiment Duty Cycle: 25% beam time

X-Ray Micro-Diffraction


reconstruct (??) – ??



Language: C



Parallelization: multiple copies



Beam Time Performance Requirement: <10 minutes



Post Beam Time Performance Requirement: 1 Hour



Special Requirements: GNU Scientific Library



Notes: Operational



Sector 34:




Processor Scaling: linear/IO dependent




Input Data Size/Sample: 20GB




Output Data Size/Sample: 20GB




Computation Time/Sample: <1 minute




Sample Rate: 2/hr




Experiment Duty Cycle: 40% beam time


 Euler (??) – ??



Language: C



Parallelization: multiple copies



Beam Time Performance Requirement: <10 minutes



Post Beam Time Performance Requirement: 1 Hour



Special Requirements: GNU Scientific Library



Notes: Operational



Sector 34:




Processor Scaling: linear/IO dependent




Input Data Size/Sample: 20GB




Output Data Size/Sample: 20GB




Computation Time/Sample: <1 minute




Sample Rate: 2/hr




Experiment Duty Cycle: 40% beam time


 Rindex (??) – ??



Language: C



Parallelization: multiple copies



Beam Time Performance Requirement: <10 minutes



Post Beam Time Performance Requirement: 1 Hour



Special Requirements: GNU Scientific Library



Notes:



Sector 34:




Processor Scaling: linear/IO dependent




Input Data Size/Sample: 20GB




Output Data Size/Sample: 20GB




Computation Time/Sample: <1 minute




Sample Rate: 2/hr




Experiment Duty Cycle: 40% beam time

